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Abstract

On-line machine scheduling has been studied extensively, but
the fundamental issue of fairness in scheduling is still mostly
open. In this paper we explore the issue in settings where
there are long living processes which should be repeatedly
scheduled for various tasks throughout the lifetime of a
system. For any such instance we develop a notion of
desired load of a process, which is a function of the tasks it
participates in. The unfairnessof a system is the maximum,
taken over all processes, of the difference between the desired
load and the actual load.

An example of such a setting is the carpool problem
suggested by Fagin and Williams [17]. In this problem,
a set of n people form a carpool. On each day a subset
of the people arrive and one of them is designated as the
driver. A scheduling rule is required so that the driver will
be determined in a ‘fair’ way.

We investigate this problem under various assumptions
on the input distribution. We also show that the carpool
problems can capture several other problems of fairness in
scheduling.

1 Introduction

1.1 Owur results
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Consider the following edge orientation problem:
on a set of n nodes labeled {1,...,n} there is a
(possibly infinite) sequence of edges, i.e. pairs of nodes.
Undirected edges arrive one by one, and each edge
should be oriented upon its arrival. The goal is devise a
method of orienting the edges so that in every node at
every point in time the difference between the indegree
(Note that it
can be shown that for every sequence there exists an

and outdegree 1s as small as possible.

orientation such that at any point along the sequence
the maximum difference is 1.)
The problem comes in three flavors:
1. Find a deterministic rule for orienting the edges
and analyze it on the the worst input sequence.

2. Suggest a rule and analyze it under the some as-
sumption on the distribution of the sequence, in
particular that each edge in the sequence is cho-
sen uniformly from all possible edges and indepen-
dently of the rest of the sequence.

3. Suggest a randomized rule for orienting the edges
and analyze 1ts expected performance on the worst
sequence.

The greedy algorithm is the one where an edge
is oriented from the node with the smaller difference
between the outdegree and indegree to the one with the
larger difference. In the deterministic version of the rule
ties are broken according to the lexicographic order. In
the randomized version of the rule ties are broken at
random.

We address the three flavors of the problem and
obtain the following results:

1. The deterministic performance is n/2: there is a
method (the greedy algorithm) that achieves this
bound and for any deterministic rule there is a
sequence where this difference will occur. (The

lower bound is from [17]).

2. The expected difference of the greedy algorithm on
the uniform distribution on the edges is ©(loglog n)
and we derive a complete description of the process



in this case. This is the main technical contribution
of the paper. In this abstract we show in detail
only a proof of an O(logn) upper bound. We give
an overview of the O(loglogn) proof.

3. There is a rule (local greedy) with expected per-
formance O(y/nlogn) on any sequence. The lower
bound is (/log n).

In addition we investigate the relationship between
the edge orientation problem and the wvector rounding
problem. In this problem we are given a real matrix col-
umn by column and should produce an integer matrix
so that each column in the output matrix is a rounding
of the corresponding column in the input matrix that
preserves the sum. The goal is to minimize the max-
imum over all rows of the difference between the sum
of the row in the integer and real matrix. (A formal
definition can be found in Section 4.) We show:

4. A general transformation from the vector rounding
problem to the edge orientation problem, at the
price of doubling the expected difference. The
transformation applies to both deterministic and
randomized algorithms.

As it turns out, problems in fairness of scheduling
can be reduced to the vector rounding problem.

1.2 Motivation and Applications

On-line machine scheduling has been studied exten-
sively (see e.g. [4, b, 6, 8, 15, 18, 15, 22]), but the issue
of fairness in job allocation has usually not been con-
sidered quantitatively (however, see [3, 13, 16, 19, 20]).
In a typical on-line scheduling problem, there are n ma-
chines and a number of separate jobs; the jobs arrive
one by one, and each job must be assigned to exactly
one of the machines, thereby increasing the load on this
machine by an amount that depends on both the job
and the machine. The goal of the scheduling problems
studied in all the above literature is to minimize the
maximum machine load. The situation in which this
model seems most applicable is if all machines have one
owner that wishes to optimize their utilization. If the
machines have different owners, then fairness in alloca-
tion may be an additional, or primary, parameter to be
optimized by the scheduler; for instance the dispatcher
for a number of independently owned taxicabs.

Assuming that machines (or their owners) are re-
luctant (or eager) to do the required jobs, a “fair” rule,
which takes into account the benefit to each machine
(owner) of performing each task, must be applied. Thus,
when faced with such a problem we should define the
desired load of a machine (the fair share) and then sug-
gest an algorithm for scheduling the jobs that tries to
give each machine a number of jobs corresponding to its
fair share.
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An interesting property of the results we obtain in
studying “fair” scheduling, is that there are scheduling
protocols for which the discrepancy between the loads
of the machines can be bounded in terms of functions
only of the number of the machines, with no dependence
on the elapsed time.

We elaborate here on two cases where fairness is de-

sired and see the connections with the edge orientation
problem mentioned above.
The Carpool Problem The issue of fairness in
scheduling was first isolated by Fagin and Williams [17],
who abstracted it to what they call the carpool problem.
A rough quotation from [17]: “Suppose that n people,
tired of spending their time and money in gasoline lines,
decide to form a carpool. Each day a subset of these
people will arrive and one of them should drive. A
scheduling algorithm is required for determining which
person should drive on any given day. The algorithm
should be perceived as fair by all members so as to
encourage their continued participation.”

The first question is how to define fairness. If the
driver were not a member of the group, but a hired
driver, then the meaning of fairness would be clear:
The professional driver charges a fixed price for every
ride, and each day the people that show up split the
price of the driver equally among them. When the
driver is just one of the set of people that show up, this
reasoning leads immediately to the following definition
of fairness given in [17]: If on a certain day, d people
show up, each of them owes the driver 1/d of a ride.
The wunfairness of the algorithm at a certain point of
the execution is defined as the maximum number of
owed rides that anybody has accumulated up to that
point or that anybody owes the rest of the group at
that point. We will evaluate the algorithms according
to the expected value of their unfairness when computed
throughout the execution, and refer to it as ezpected
unfairness.

Fagin and Williams proposed a natural algorithm
for this problem, which we call the global greedy algo-
rithm. When a set of people shows up, the one to drive
will be the one that is currently the poorest. Ties are
broken arbitrarily. They analyzed the performance of
this algorithm assuming the worst case sequence of re-
quests. In this setting they showed that the unfairness
of this algorithm is bounded above by a number that is
exponential in the number of people, but independent in
the number of days, and mentioned that Coppersmith
managed to reduce this upper bound to linear (how-
ever, this proof is lost [14]). Finally, in collaboration
with Coppersmith they showed a linear lower bound on
the unfairness in this setting.

We view the carpool problem as a game played be-
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tween the carpool members and an adversary scheduler,
which determines which people show up on each day.
There are three main types of adversaries treated in
the literature: the adaptive, the oblivious, and the uni-
formly random, where the distinction 1s made according
to the way the adversary determines which people show
up. The adaptive adversary constructs its schedule on
the fly, making decisions that may depend on the whole
previous history of the game. The oblivious adversary
must fix its schedule before the game starts, though it
may choose this schedule based on knowledge of the al-
gorithm. The uniformly random adversary schedules
people each day independently and uniformly at ran-
dom.

Observe that the edge orientation problem is simply
a special case of the carpool problem, restricted to
two people arriving each day. (Though notice that
the unfairness as measured in the edge orientation
problem is double that as measured in the 2-person
carpool problem.) (For this reason we shall refer to the
performance of an algorithm for the edge orientation
problem as its unfairness.) On the other hand, the
(general) carpool problem is a special case of the vector
rounding problem: each participant corresponds to a
row, each day corresponds to a column; the ith entry of
the jth column is 0 if the ¢th participant did not show
up on the jth day, and 1s d% if d; participants, including
himself, did show up.

Therefore, an immediate byproduct of the results

mentioned above on the edge orientation problem and of
the general transformation to the vector rounding prob-
lem 1s that the general carpool problem has unfairness
of O(n) against an adaptive adversary, and expected un-
fairness of O(y/nlogn) against an oblivious adversary.
(In fact, we also show directly that the natural greedy
algorithm for the carpool problem maintains unfairness
n against an adaptive adversary).
Fair queuing Consider a system where processes
repeatedly access resources, each of which can be used
by one process at a time. For simplicity assume
that whenever a process uses a resource it takes one
unit of time. We would like to find a fair way of
ordering processes that try to access the same resource
simultaneously. Given an execution in which a process
tries to access a resource t times, with d; processes at
time ¢, its total expected waiting time, if the processes
are scheduled at random, is 22:1 d’z_l. We consider
this as the process fair waiting time. Our goal is
therefore to find a method of queuing the processes so
as to minimize the difference between the actual time
a process spends waiting for resources throughout its
execution and its fair waiting time. We refer to this
difference as the unfairness of the algorithm.

Note that we are interested in algorithms where the
unfairness is a function of the number of processes, but
is independent of the life-time of the system. Therefore,
an algorithm that queues at random the processes that
try to access the same resource simultaneously will not
do, since with high probability there will be a process
that is v/t away from its fair waiting time.

In the full version of the paper we relate the

fair queuing problem to a weighted variant of the
vector rounding problem and show that the maximum
discrepancy between the fair waiting time and actual
waiting time can be bounded by a function of the
number of processes only.
Comparison with competitive analysis A popu-
lar methodology for evaluating the performance of on-
line algorithm is the the competitive analysis approach
of Sleator and Tarjan [21]: the on-line algorithm is com-
pared with a “hypothetical” optimal off-line and bounds
on the competitive ratio are obtained (for an adaptive,
oblivious or random adversary). For the carpool prob-
lem, if one is given in advance a list specifying for each
of the days which subset arrives on that day, then it
is possible to construct a schedule whose unfairness is
bounded by one (see Section 4). Therefore we can treat
the results as being about the competitive difference of
the carpool problem. If, instead, we would have ana-
lyzed the ratio between the fair-share = offline-load and
the actual load, we would have obtained a 1+0(1) com-
petitive ratio.

1.3 Background

Our problem is related to a “chip game” analyzed
in [2]. In that game chips are placed in stacks on the
integers, and in each round, two chips which are in the
same stack may be selected, and one of them moved one
step to the right while the other is moved one step to
the left. This is the same thing that happens in the edge
orientation game when a pair of vertices with the same
indegree-outdegree difference is given; the difference
between the games is that in ours pairs which are not
colocated may also be selected (and moved toward each
other). While our game can continue ad infinitum, the
game of [2] must terminate, and some of the principal
results of that paper concern the terminating states. In
particular it is shown there that from any initial state of
chips, there i1s a unique terminating position; and when
n chips start all at the origin, no chip can be brought
to distance more than [(n — 1)/2] from the origin.

One can obtain an upper bound of [(n — 1)/2] on
the maximum unfairness of the greedy algorithm for the
edge orientation problem by a reduction to the case
of the game of [2]. The reduction is to show that for
the greedy algorithm, any sequence of requests for pairs



of nodes can be replaced by another sequence, which
reaches the same unfairness, but which uses no requests
involving non-colocated pairs. (This reduction has also
been noted recently by Babu Narayanan.) A more
general proof is given in this paper.

1.4 Organization

Due to lack of space, we do not provide the de-
tails of many of the arguments; they are available in
the full version of our paper [1]. In this extended ab-
stract we describe in detail only the O(logn) analysis
for the case of uniformly distributed requests on edges
(Section 2), the general proof guaranteeing bounded un-
fairness (Section 3), and the reduction from the vector
rounding problem to the edge orientation problem (Sec-
tion 4). An overview of the ©(loglogn) analysis for the
case of uniformly distributed requests on edges appears
in Section 2.

2 Uniformly Distributed Requests

2.1 Overview

We present two analyses of the greedy algorithm
for the edge orientation problem, for the case where the
adversary schedules the edges uniformly at random. We
say that a node is at position ¢ if and only if its indegree—
outdegree = i. In both methods the combination of the
adversary and the algorithm is represented as a Markov
process. A single state of the Markov chain is described
by the list consisting of the number of nodes at each
position.

When two nodes are paired, they either each move
one step away from the other, if they are on the same
point; or each move one step toward the other if they are
not. Intuitively, we can think of the process as a balance
between a “repulsive force” between colocated nodes
and an “attractive force” between distant ones. To
stretch this physical analogy further, we would expect
that the attractive force, being stronger in spread-out
configurations, would tend to gather the nodes into
a tight clump held apart only by pressure from the
repulsive force.

Our first analysis of the system, in Section 2.2,
shows that the nodes do in fact clump together, and
that in the stationary distribution of the Markov chain
the expected maximal unfairness is O(logn). We define
a potential function on the states of the system, in which
each node contributes an amount that is exponential in
its deviation from 0 in that state. Since the Markov
chain corresponding to the system is ergodic when
n > 3, we can use the fact that in the stationary
distribution the expected change in the value of the
potential function is 0. We show that at any state where
the maximal unfairness exceeds O(logn), the potential
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function is likely to drop by a large amount: the
expected change in the value of the potential function is
at most —n 4+ 1. On the other hand we show that from
any state, the potential function can rise by at most
1. For these small rises to balance out the large drops
in the states with unfairness greater than O(logn), the
probability of “high” unfairness can be at most O(1/n);
and since (as we show) the unfairness of any state cannot
exceed n, the expected unfairness is just O(logn).

However, in our simulations of the process it ap-
peared that the maximum unfairness of the global
greedy algorithm against a uniform random adversary
was much smaller than O(logn). Motivated by this ob-
servation, we examined the process more closely. The
result was the tight asymptotic bounds of ©(loglogn)
on the expected maximum unfairness. The details of
these bounds are given in the full version of the pa-
per [1]. Here, we limit ourselves to an overview of the
method used to obtain them.

We obtain the O(loglogn) upper bound through
a sequence of tighter and tighter approximations. To
begin with, we pick a time interval of length nl°glg”
whose starting point ¢ is any point in the execution. We
show that with high probability, the maximal unfairness
goes below logn by time ¢ + n*, and then stays below
2logn throughout the interval. We then remove the
first n? steps in the interval from consideration. Next
we show that, for each ¢ > 0, with high probability
we can chop off a prefix of this new interval whose
length is polynomial in n, leaving a suffix in which
the unfairness of all but en nodes is bounded by a
constant k. For any such interval we show that with
high probability, we can chop off a second prefix, whose
length depends polynomially on n but not at all on %
or ¢, to leave a suffix in which at most ¢?n nodes are
above k 4 2. Repeating this operation loglogn times
gives us an interval whose length is only polynomially
less than the interval we originally started with, and in
which the maximal unfairness is at most O(loglogn)
(with high probability). Since for sufficiently large
n the low-unfairness interval is much longer than the
high-unfairness interval, it dominates the average and
thus gives an O(loglogn) upper bound on the expected
unfairness.

This analysis is tight: by time ¢ +n®, the unfairness
is at least loglogn and stays above loglogn for at
least n'°8” additional steps. The proof of this lower
bound mirrors the proof of the upper bound. We
show that with high probability, any sufficiently long
interval throughout which the unfairness of at least en
nodes 1s at least k contains a suffix, whose starting
point is polynomially shifted, in which the unfairness
of at least ce?n nodes is at least k + 1; after loglogn
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iterations of this process we are left with an interval
whose length is close to the length of the original interval
we picked, such that with high probability, throughout
this resulting interval, the maximal unfairness is at least
loglog n.

2.2 The O(logn) Bound

We maintain a position d; for every j € [n].
Initially, d; = 0 for all j € [n]. Given arequest for a pair
of nodes, the algorithm increases by one the position of
the node whose current position is the smallest among
the two, and decreases by one the position of the other
particle in the pair. If two particles in the same position
are requested, we flip an unbiased coin to determine
which goes up and which goes down. Other positions
remain the same. This is a randomized version of the
global greedy strategy of [17]. We assume that the
sequence generated is very long. The exact meaning
of “very long” will be explained shortly. (We note
that randomization of the on-line player is not essential
to the analysis since, against the uniformly random
adversary, the nodes may be considered unlabeled.)

Given such random input, the behavior of the
global greedy algorithm can be represented as a Markov
chain. By our analysis of the deterministic global greedy
performance in the next section, we know that |d;| <
[(n—1)/2] for all j € [n]. Thus, if the nodes are labeled,
then the state space is {—[(n—1)/2],...,[(n—1)/2]}".
The ¢-th coordinate of a state s, denoted s;, is the
position of the ¢-th node on the line. We now define
the transitions and their probabilities. Let s be a state
and {i,j} a possible request. Without loss of generality,
assume s; < s;. If 5; < 55, then with probability (g)_l
there is a transition to s’ with s} = s; +1, 57 = s; — 1
and for all k ¢ {i,j}, s, = sp. If s5; = s;, then with
probability (g)_l/Q there is a transition to s’ as above,
and with the same probability there is a transition to
s;j + 1 and for all k ¢ {i, j},
sy = sp. For n > 3 it is easy to see that limited to the

1 . "o . "o
s with s = 5, — 1, 57 =

set of states reachable from the initial state of the all-
zero vector, this Markov chain is ergodic and therefore
converges to a stationary distribution. We are interested
in the long-term behavior of the chain and therefore
assume that the adversary sequence is long enough for
the stationary behavior to be dominant.

If the nodes are unlabeled, which we will assume
in this section since we are considering the uniformly
random adversary, then effectively we are interested in a
smaller Markov chain, which is a coarsening of the above
chain, and in which each state is simply a configuration
of stacks of nodes lying on the integers: thus, the state
is represented by a vector n_pm_1)/21, -, P[(n=1)/2]
where each n; i1s the number of particles at position .

Let p; = n; /n. Note that if s is a state reachable from
the all 0’s vector, then " in; = 0.

Let oo = % and let the potential function

[(n=1)/2]
P(s) =
j==[(n-1)/2]

-
nj - ol

Let Ad(s) = Eyo[®(s")] — ®(s), where s’ denotes
the (random) state reached from s in one step of the
Markov chain.

We wish to estimate A®(s).
easily verified:

Fact 2.1. If s’ is any outcome of requesting two
nodes occupying the same position, then ®(s') — ®(s) >
0. If s’ is the outcome of requesting two nodes that are
at distance 1 apart, then ®(s') — ®(s) = 0. Otherwise,
P(s') — P(s) < 0.

Estimating A®(s) is done by estimating the contri-
bution of each position separately, and adding up those
contributions. The idea is to show that for any j # 0,
the positive contribution due to two nodes in j being
requested is overwhelmed by the negative contribution
due to a node in j and a node on the other side of 0 be-
ing requested. We will ignore other requests. They can
only increase the negative contribution. In order to do
this correctly, we need to consider disjoint events, so, to
evaluate the contribution of position j, we will consider
ordered pairs, where the first of the two is from 5. The
following fact 1s also easily verified:

Fact 2.2. Under a uniform distribution over pairs
of nodes,

The following fact is

Prob[j, j] = Problordered j, j] < pjz»,
and

1
§Prob[i,j, i#£j =
= Problordered j,i] > pip;.

Prob[ordered 1, j]

These relations are inequalities (rather than equalities)
because we draw each pair without replacement; this
makes it slightly less likely that we will draw two nodes
at the same location.

Let A; be the event that the first node in a pair
is j (given that we are at configuration s). Formally,
the contribution of position j to A®(s) is p; E[®(s) —
®(s)|4;]. We now show:

LEMMA 2.1. For j, 1 < |j| < [(n = 1)/2], the
contribution of position j to AD(s) is at most —%p]zozm.
Proof. Let j > 0. The argument for 57 < 0 is
symmetric. If the pair j,j is chosen, the increase in the
potential function is o/ *t! 4+ o=t — 2aJ. On the other
hand, if the (ordered) pair chosen is j,i¢ (i < 0), the



decrease in the potential function is o/ +a —ad ~t—at1.

We need an estimate on the distribution of nodes on
the negative side. Since the sum of the positions of the
nodes is 0, the n; nodes at j must be balanced by nodes
in negative positions. Hence:

<0
It is not difficult to see that the worst case (the least
decrease in @) is when equality holds and when all the
negative side nodes are in one position —z. Notice that
we might need to consider a non-integral z. So, we get
Tn_p > jnj, or p_y > Zp;. The total decrease in the
potential function due to position j is at least:

pj( f(@l+a”—al"l—a)
—adtt it 4 2a),

for £ minimizing this expression. Observe that this de-
crease 1s “essentially” the sum of two first derivatives
of o/, minus its second derivative. The basis of our
lower bound on this expression is that for & below some
threshold, the increase due to the first derivative (rep-
resenting the choice of nodes at two different locations)
dominates the decrease due to the second derivative
(representing the choice of colocated nodes).

We show that for j > 0 the decrease is at least
pjz»ozj/G, l.e. that for all j > 1 and = > 0,

j(ozj _|_ax _aj—l _ax—l)
> l‘(a]+1+a]_1—20z]+60¢]),

or

j(l—a_l) (aj+ax)>x<a—|—a_1—16—1) o

Recalling that o = % we want to prove that

1 . 1 .
Zila? @ Zrad
3](@ —|—oz)>3a:oz.

If # <j thisis trivial. If ¢ > j writer =z — 5 > 0. We
wish to show that ja" > r, and since j > 1 it suffices
to show that o > r for all » > 0. Let 6 = min, " — r.
Some calculus shows that 6 is achieved at r = ig{)oggl%_oz;
and moreover that 6 varies monotonically in «. Thus
we can solve for 6 = 0, finding that this is achieved for
o = e/ & 1.4447, and conclude that & > 0 for all

o > e'/¢ and in particular for the chosen o = 2. m

2

For j = 0 we cannot guarantee a negative contri-
bution. However, we can upper bound the conditional
positive contribution by 2ae — 2 = 1, since the probabil-
ity of choosing a pair in positions 0,0 is at most 1 and
the total increase due to these positions is at most 1.
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Concluding the above discussion: the contribution
of position 0 is at most +1. The contribution of position
J, 17| > 1 is at most —%p]z(%)m.

Let T'= 3log% n—i—log% 6 and assume n > 3. Then,
if s has a node whose distance from 0 is more than 7T,
then A®(s) < —n 4+ 1 (note that if this node’s position
is j, then p; > %)

Now, partition the state space into two subsets: A
contains those states that do not contain a node beyond
T'; B contains the other states. We have

Facr 2.3. Va € A, Ad(a) < 1. Vb€ B, Ad(b) <
—n+1.

Since the total expected change in ®, under the
stationary distribution, must be 0, it must hold that
under the stationary distribution, Prob[B] < % It
follows that:

THEOREM 2.1. Forn > 3, wn the stationary distri-
bution, the probability that any node is beyond distance
T = 3log% n + log% 6 from the origin is al most 1/n.
Thus the expectation of the mazimum distance of a node
from the origin is <T + 1 = O(logn).

3 Bounded Unfairness

We consider the following on-line deterministic strategy
for the n-participant carpool game. We maintain the
deviation d; for every j € [n]. Initially, d; = 0 for
all j € [n]. Given a request r (i.e., a subset of [n]
of cardinality 2 or more), the algorithm chooses j € r
such that d; = min;e, d;, breaking ties arbitrarily. The
deviations are then updated as follows. d; increases
by 1 — 1/|r|. For all other elements i € r, i # j, d;
decreases by 1/|r|. Other deviations remain the same.
This strategy is the global greedy strategy of [17].

We show an upper bound on the unfairness resulting
from the deterministic global greedy algorithm. The
following fact is trivial.

Fact 3.1. For any adversary o, the unfairness of
global greedy is given by max;cpn) |d;|, where the values
of d; are taken at the end of the game.

LEMMA 3.1. Consider an n-participant carpool
game between any adversary and the global greedy al-
gorithm. For every round of the game there exists a
weighted directed graph with node set [n], edge sel E
and weight function w with the following properties.

1.

L cue) <

Ve € F,
n!

N | —

Ve € E, w(e) = f]—’,
and ¢ divides n!.

where p, q are integers,
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Vji€lnl], dj =

Z w(e) — Z w(e)

e€in(y) e€out(y)

where in(j) is the set of incoming edges incident to j
and out(j) is the set of outgoing edges incident to j.

Proof.
rounds.
Basis: No rounds. Take an empty graph.

Inductive step: Assume the claim holds for ¢ — 1
rounds. Let the t-th request of the adversary be X; =
{iy, ... ik}

Define w(i, j) to be the weight of the directed edge
from ¢ to j, if such exists, or minus the weight of the
directed edge from j to 7, if such exists, or 0 otherwise.

Without loss of generality, assume that the global
greedy algorithm selects ¢ = ¢;. We will modify the
graph in two steps. The first modification, described
below, maintains the two conditions of the lemma for
round ¢t — 1 and in addition establishes that there i1s no
edge to ¢ from any other node in Xy. The second step
adds an edge with weight 1/k from every i;, 2 < j <k
to i. If these new edges create any pairs of anti-parallel
edges, we merge each such pair to a single directed
edge. Its weight is the difference between the larger
and the smaller weight in the pair, and its direction
coincides with the larger weighted edge in the pair. (If
the two weights are equal, we remove both edges from
the graph.)

To complete the proof we show how to do the first
step. Suppose there exists j € X; such that w(j,¢) > 0.
From the definition of the algorithm we have that after
round t —1, d; < d;. Thus, there exists [ € [n] such that
w(l, 7) > w(l, ).

We execute the following procedure.
while w(j,i) > 0 do

Choose [ € [n] such that w({,j) > w(l, %)
if w(l,j) > 0 then
Let w =min{l/2 — w(l, i), w(j, i), w(, j)},
Increase w(l, ) by w,
Decrease w(l, j) and w(j, %) by w each.
else (w(l,j) < 0)
Let w=min{l/2 — w(j,{), w(j, ), w(s, )},
Increase w(j,!) by w,
Decrease w(j, i) and w(é,!) by w each.

The proof 1s by induction on the number of

stop .

Recall that by the inductive hypothesis, at the begin-
ning of round ¢, w(e) = f]—’, where p, q are integers and
q divides n!. Clearly, this property is preserved by the
above procedure (note that n > 2). Moreover, it implies
that w(e) continues to be > 1/n! unless it becomes 0.
Thus in both cases of the procedure above, in each iter-

ation the sum of the weights over all edges in the graph

decreases by w > 1/n!. Therefore, this process termi-
nates. MW

We conclude from Fact 3.1 and Lemma 3.1 that

THEOREM 3.1. For any adversary g, the unfairness
of global greedy is at most f”z;l]

In comparison, we note that the results of [2]
provide a lower bound on the performance of any
deterministic algorithm. Stated in our framework, it is
shown there that in the edge orientation problem, any
sequence of requests which picks only colocated pairs
of nodes, will eventually result in the nodes occupying
the entire interval [—[(n—1)/2], [(n—1)/2]] (except the
origin in case n is even). Moreover it is shown there that
the number of requests necessary to bring the nodes to
this configuration is n(n+1)(n+2)/24 if n is even, and
(n—Dn(n+1)/24 if nis odd. We use this bound on the
length of the request sequence later on to prove lower
bounds for randomized algorithms.

Thus:

THEOREM 3.2. ([2]) For every deterministic edge
orientation algorithm f, for every k € ZT, k < f%],
there exists an adversary o that gives a sequence of at
most k> requests, pushing the unfairness achicved by f
to at least k.

(To apply the bounds to the carpool problem, divide
the unfairness by 2.)

4 Reducing Vector Rounding to the 2-Person
Carpool Game

In this section we show that the general carpool problem
can be reduced to one where each day only two people
arrive. This is done by a reduction from the still more
general wvector rounding problem. The n-dimensional
vector rounding problem is this: the input is a list of
vectors (V1, Va,...), where each V; = (vf,vZ,...v}) is a
vector of length n over the reals. The output is a list
of integer vector (Z1, Za,...) where Zy = (2}, 22,...27)
is a rounding of V; that preserves the sum, i.e. for all
1 < i< n we have that 2! € {[v¢], [vi]} and that

n n n

Yoaedld ul [yl

i=1 i=1 i=1

The goal is to make the accumulated difference in
each entry as small as possible, i.e. for every t we
want maxi<i<n |Z§»:1 2t — Z;Il v;| to be as small
as possible. For input vectors (V1,V,...) and out-
put vector (71, Za,...) the associated cost at time ¢ is
maxi<;<n | Z;Il z]Z — Z;Il v;: . As before we can con-
sider the off-line problem where we are given the vec-
tors (V1, Va,...) ahead of time and the on-line problem
where we are given the vectors (V1, Va,...) one at a time

and have to decide on the corresponding (71, Za,...).



As in the carpool problem, in the on-line version we
consider deterministic algorithms as well as randomized
algorithms against the oblivious adversary.

Tijdeman [23] has considered the vector rounding
problem and has shown that the off-line version has
a solution of difference 1, i.e. for every sequence of
real vectors (V1, Va,...) there exist integer (71, Za, .. .)
such thgt for all £ > 1 we have max;<;<n, |Z;:1 z]Z —
Yo vl <L

One can easily cast the carpool problem as a vector
rounding problem: for a sequence (X7, Xs,...) create
the vectors (Vi,Va,...) where for all ¢ > 1 and all
1 <7< n we have

o = { (1)/|Xt|

Therefore if we can connect the performance of
the 2-person carpool problem to the vector rounding
problem then we will have reduced the general carpool
problem to the 2-person problem.

Before we show the reduction we will make some
simplifying assumptions, which can be easily justified:
We assume that for every ¢ and 1 < i < n, v} is non-
negative (since we can add the absolute value of [v¢] and
then subtract it from z{) and that Y_;_, v} is an integer
(if not, it only gives us more freedom). Furthermore we
assume an a priori bound 7" on the number of vectors,
i.e. t < T (otherwise we will increase T' as we go along
in multiples of 2).

Our reduction is applicable to both deterministic
and randomized algorithms.

ifie X,
ifi g X;.

THEOREM 4.1. e Deterministic Algorithms:
Suppose that we have a deterministic algorithm f
for the n-participant carpool problem where every
day two people show up that maintains unfairness
at most a(n), then we can construct a determin-
istic algorithm f' to the vector rounding problem
that maintains an accumulated difference of at most

2a(n) for every sequence ¢ = (V1, Va,...).

e Randomized algorithms against the oblivious adver-
sary: Suppose that we have a randomized algorithm
ffor the n-participant carpool problem where every
day two people show up that maintains unfairness
a(n), then we can construct a randomized algo-
rithm f’ for the vector rounding problem that main-
tains an accumulated difference of at most 2a(n),
for every sequence ¢ = (V1,Va,...).

Proof. The reduction is made by a “scaling” argu-
ment, similar in flavor to the bit-by-bit rounding of Beck
and Fiala [10, 9]. The constructions of the determinis-
tic and randomized algorithms for the vector rounding

Ajtai, Aspnes, Naor, Rabani, Schulman and Waarts

problem from the corresponding algorithms for the 2-
person carpool problem are similar, only the analysis is
a bit different. Consider the binary representation of
the vi’s. We will make it only ¢ = 2logT bits long by
ignoring the rest of the bits and adjusting one of the
vi. This can hardly affect the outcome (by a % additive
term only, and this can be made arbitrarily small by
making ¢ larger). Run £ carpool instances in parallel,
one corresponding to each of the ¢ bit positions. For
each instance apply the strategy for the carpool prob-
lem (f or f depending on the case). Each problem has n
participants and the accounting and decisions (But not
the inputs!) of each instance are done independently.

We start by describing how the /-th instance is
defined and then how the rest of the instances follow.
Consider the ¢-th bits of the entries of V;. Since Y, vi €
Z7T, there must be an even number of #’s such that the (-
th bit of v! is 1. Partition them into pairs arbitrarily and
schedule those pairs as requests. If v{ and v] are paired,
request {7,j}. Those i’s that were chosen to drive by
the carpool strategy f or f are rounded up, i.e. we add
27! to vi. Those i’s that were not chosen as drivers
are rounded down, i.e. we simply throw away (that is,
replace with a 0) the (-th bit of v¢. It is easy to verify
that this procedure preserves the sum of entries (i.e.
Sor_,vi) and that the modified V; requires only ¢ — 1
bits for its representation. The procedure is repeated
now with the £ — 1st instance and so on. After we do
that for all the £ carpool instances we are left with an
integer V; which 1s our Z7;.

How good is this reduction?
Let C(t, 4,1, V1,Va,...V;) denote the unfairness of the
1-th participant at the j-th instance defined by inputs

Vi, Va, ... Vi Let D(t,i,V1,Va, ... V) be 30 (2 — i)
on input Vi, Va,...V;. We claim that
D(t,i, Vi, Va,... Vi)
1 -
= 22]._100,],1,1/1,1/2,...%)
]:

This can be shown by induction on ¢. The contribu-
tion of the ¢-th instance is 1/2°~! since we have scaled
the /-th instance by 2¢~1.

We now turn to the analysis. In the deter-
ministic case we know by assumption on f that

|C(t, 4,4, V1, Va,... ;)| is bounded by «(n). Therefore,

|D(t, 4, Vi, Va, ... V3)]
1
< Z; S| 7,0V, Ve, - Vi) < 2a(n)
]:
and therefore maxi<i<n |D(t, 4, V1, Vo, ... Vi)| < 2a(n)



Fairness in scheduling

For the case of a randomized algorithm, we should
first be convinced that the adversary’s power is no
stronger than that of an oblivious adversary in each of
the carpool instances that we have defined. Observe
that the inputs to the j instance are determined by
(V1, Va,...) and the decisions made by the carpool solver
on instances j + 1 through £. The decisions made in
instance k, for 1 < k < j at any point in time do not
effect the inputs to instance j. Therefore, for instance j,
the adversary chooses a distribution on (V3, Va,...) and
can even be given the power to make all the decisions
in instances j 4+ 1 through ¢ and yet all that it would
be doing cannot depend on the decision at the j-th
instance. Given that we know that

max |D(t,4, V1, Va, ... V3)|
1<i<n
1
S ' 9i—1 11%1ka§n|c(tajakavlav2a~~~‘/t)|
j=1
and the expectation of
max |C(t,j,k, V1, Va,... V})|

1<k<n

is bounded by a(n), we get that the expectation of
maxi<i<n [D(t,4, V1, Va, ... V;)| is at most 2a(n). W
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