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Abstract. Recent developments have made two-party secure function
evaluation (2P-SFE) vastly more efficient. However, because they make
extensive use of cryptographic operations, these protocols remain too
slow for practical use by most applications. The introduction of Intel’s
Software Guard Extensions (SGX), which provide an environment for the
isolated execution of code and handling of data, offers an opportunity
to overcome such performance concerns. In this paper, we explore the
challenges of using SGX to achieve security guarantees similar to those
found in traditional 2P-SFE systems. After demonstrating a number of
critical concerns, we develop two protocols for secure computation in
the semi-honest model on this platform: one in which both parties are
SGX-enabled and a second in which only one party has direct access to
this hardware. We then show how these protocols can be made secure in
the malicious model. We conclude that implementing 2P-SFE on SGX-
enabled devices can render it practical for a wide range of applications.

1 Introduction

Secure Function Evaluation (SFE) is a powerful way to protect sensitive data.
Made possible by a range of cryptographic primitives, SFE allows multiple par-
ties to compute the output of a function without revealing the potentially sen-
sitive inputs of any individual party. In this paper, we focus on the case of
two-party secure function evaluation (2P-SFE). While both the performance of
and the security provided by these underlying primitives have improved dramat-
ically over the past decade [43,8,16,24,26,28,32], the expense of using 2P-SFE
remains too high for most practical applications.

An emerging hardware primitive may help to reduce the cost of such compu-
tation substantially. Intel’s Software Guard Extensions (SGX) [1,25] provide a
module within upcoming chipsets that allow for the creation of secure containers
called “enclaves.” These hardware-enforced sandboxes allow for code and data
to be executed without the influence of code running in the traditional registers
of the processor. In addition, an SGX system can use hardware-based attestation
to prove that an enclave performs the operations as claimed. While not neces-
sarily appropriate for all scenarios, this set of capabilities may help to support
the use of fast and strong 2P-SFE in a wide range of practical applications.



In this paper, we perform the first analysis of SGX as a platform on which
to implement 2P-SFE. Beginning with a tutorial example, we show why the
naive execution of functions within SGX fails to provide the strong properties
necessary to prevent significant leakage. From this observation, we then make
the following contributions:

– We show how to augment an SGX system to provide stronger guarantees
against leakage and provide a protocol that enables two SGX systems to
perform 2P-SFE more efficiently than a pure garbled-circuits implementa-
tion. We refer to this approach as SGX-supported 2P-SFE. We then provide
a protocol for securely outsourcing the SGX-supported 2P-SFE computa-
tion from a resource constrained device (i.e., one without an SGX module)
to an SGX-compliant device (i.e., another device that has an SGX module).
This allows us to take advantage of a remote SGX hardware unit without
requiring universal deployment.

– We show how to modify 2P-SFE protocols secure against semi-honest ad-
versaries so that, when run on augmented SGX machines, they are secure
against malicious adversaries.

– We describe a number of novel use cases for SGX with our augmentations.

The rest of the paper is organized as follows: Section 2 provides background
on 2P-SFE and SGX. Section 3 explains problems that arise in straightforward
attempts to use SGX for 2P-SFE. Section 4 describes how to augment SGX so
that it can be used to implement 2P-SFE, a secure-outsourcing protocol for non-
SGX machines, and how 2P-SFE and SGX can be used efficiently in conjunction
to provide better security. Section 5 discusses previous work on secure-execution
environments, and Section 6 provides conclusions and open questions.

2 Technical Background

We begin with a brief overview of garbled-circuit 2P-SFE and SGX. We use this
as a point of departure for our investigation of SGX-based protocols for 2P-SFE
and why they are harder to design than one might imagine at first glance.

2.1 Garbled Circuits for Two-Party, Secure Function Evaluation

In a garbled-circuit protocol, two parties with private inputs jointly compute
a function represented as a Boolean circuit. Both parties receive outputs – the
scenario described in Section 1, which has a single output y for both parties, is a
special case; in general, the protocol may deliver different outputs to each party.
First, a compiler [32,37] is used to convert the function into a Boolean circuit.
One of the parties, the generator, encrypts, or garbles the Boolean circuit. He
then sends it to the evaluator, who evaluates the garbled circuit without learning
any information about the generator’s inputs, intermediate values (i.e., those
computed by non-output gates of the circuit), or the generator’s output. Finally,
the evaluator sends the generator’s (encrypted) output back to him.



Each gate in a Boolean circuit can be evaluated using its truth table to
get the output corresponding to the input values. Likewise, a garbled circuit is
made up of many garbled gates, and each gate is evaluated in turn. A garbled
gate’s output entry in the truth table is encrypted under a unique combination
of the two inputs: TTi,j = Enc(Xi, Yj) ⊕ Outi,j , where TTi,j is the truth-table
entry created by the ith value of wire X and the jth value of wire Y , and
Outi,j is the corresponding unencrypted output value. The truth-table entries
are permuted so that the position of the (only) decryptable entry does not leak
the underlying Boolean value. Once the evaluator receives the garbled gates and
the input values, she finds the correct garbled output by trying to decrypt each
truth-table entry or by using the point-and-permute optimization [32].

There are two basic types of adversaries in the garbled-circuit literature: semi-
honest and malicious adversaries; each captures a basic threat model. (There
exist others, such as the covert model, but we do not discuss them here.) Semi-
honest adversaries faithfully follow the protocol but attempt to gain information
by observing all transmitted messages. Malicious adversaries, on the other hand,
may behave in any arbitrarily manner in an attempt to gain information about
another party’s input or output, to corrupt the computation (i.e., to cause in-
correct outputs), or to block the protocol execution from completing.

To achieve security against malicious adversaries, the computation must be
performed N times in order to prevent the generator from creating an incorrect
circuit. The security parameter N sets the upper bound on an adversary’s suc-
cessfully cheating at 1

2N
. There must be mechanisms to ensure that the same

inputs are used each time and a way to ensure the evaluator does not corrupt the
generator’s output. These are solved problems in the garbled-circuit literature.

2P-SFE and garbled circuits were introduced in the seminal paper of Yao [50],
and the area has since been studied extensively by the cryptography com-
munity. One very notable achievement was the creation of the first general-
purpose 2P-SFE platform, Fairplay [32]. Today, many 2P-SFE platforms ex-
ist [43,8,16,24,26,28,31,36], and their performance is improving. Such platforms
have been used for scenarios as varied as those of farmers conducting beet-root
auctions [7], inter-domain routing [23], governments reporting aggregated salary
data [6], and database policy compliance [14]. For a detailed explanation of many
essential garbled-circuit techniques, see Kreuter et al. [28] and Perry et al. [40].

2.2 Intel’s Software Guard Extensions Module

The Software Guard extensions (SGX) module allows parts of programs to be ex-
ecuted inside of separate segments of the CPU called enclaves. This is a general-
purpose module (unlike, say, a DRM module). SGX provides a hardware-based
guarantee that the programs and memory inside an enclave cannot be read or
modified from outside of the enclave (including by a program in a different en-
clave). In particular, neither root nor any other type of special-access program
can read or modify the memory inside an enclave. Technically, the data inside
of an enclave are still within the same registers and cache as other programs;
however, SGX processors provide functionality to prevent unauthorized access.



An adversary should not be able to determine what is accessed inside of the
enclave or what is written back to RAM when the cache is full. Therefore, any
data in the enclave that must be written back to main memory is encrypted and
signed so that it cannot be read or modified by another program. Modifications
of code, data, or stack outside an enclave cannot interfere with the operation of
the enclave except in one way: If something needed by a program in the enclave is
simply unavailable or has been corrupted, then the program may have to abort.

Comprehensive overviews of SGX can be found in Intel’s whitepapers [1,25].
Design of systems and protocols that make extensive use of SGX is covered by,
e.g., Baumann et al. [5] and Schuster et al. [42].

2.3 Towards Using Secure Hardware for Garbled-Circuit Protocols

Both garbled circuits and SGX are designed for scenarios in which parties have
private input data for a computation in which they want to receive the result of
the computation while no one else learns either the input or the result. Therefore,
it is natural to consider using SGX-enabled machines to execute a garbled-circuit
protocol. The reason that it is not straightforward to do so is that garbled circuits
and SGX use different techniques to protect private inputs.

In garbled-circuit protocols (and SFE more generally), cryptographic guar-
antees are used to ensure the privacy of the data. In SGX, users rely on secure
hardware to guarantee data privacy. SGX provides security against malicious
adversaries as long as one trusts Intel’s setup process. In the SFE world, this is
comparable to having a trusted setup, on top of which one runs one’s protocol
(here, part of the “setup” occurs at the Intel factory when the hardware and
private key are created). The security properties of the exact model used by
SGX are described in Intel’s whitepapers [1,25].

3 Why Simple “Solutions” Do Not Quite Work

The security guarantees provided by SGX do not immediately translate into
being able to perform 2P-SFE protocols in general or even garbled-circuit pro-
tocols in particular. Simple solutions that use unmodified SGX primitives may
leak information or, in some cases, undermine the security of other code running
under SGX. In this section, we explain how that can happen.

3.1 A simple 2P-SFE protocol implemented with SGX

Below, we describe a naive, straw-man protocol for performing SGX-supported
2P-SFE. There exist numerous ways of doing this, but almost all of them suffer
from a number of problems that we discuss in the next subsection.
Setup: We start with the standard 2P-SFE setup – two mutually distrustful
parties with private inputs who wish to jointly compute a function and produce
private results. In this scenario, both parties have SGX-enabled machines and



have agreed to run a specific program. The two parties are as follows: the evalua-
tor, who will use his SGX module to evaluate the program, and the sender, who
will check the agreed-upon program and then send her input. In the following,
a superscripted “+” denotes a public key, while a superscripted “−” denotes a
private key that does not leave the SGX enclave.

Protocol

1. The sender ensures the evaluator will evaluate the correct program, progsgx,
by checking the signed measurement, Ecvevalmeasure, from the evaluator’s en-
clave. Ecvevalmeasure is signed by the evaluator enclave’s private key Ecv−keyeval

.
2. The sender encrypts her input, inputsender, under the evaluator enclave’s

public key, Ecv+keyeval
, and sends it to the evaluator.

3. The sender’s encrypted input, Enc(inputsender) is decrypted inside of the
evaluator’s enclave using Ecv−keyeval

.
4. The evaluator enters his own input, inputeval into the enclave.
5. The enclave puts inputsender and inputeval into the SGX program, progsgx.

It then executes progsgx and encrypts the sender’s output, outputsender,
under the sender enclave’s public key, Ecv+keysend

.
6. The evaluator’s enclave releases the evaluator’s output to him and sends the

sender’s encrypted output, Enc(outputsender), to the sender.
7. The sender decrypts Enc(outputsender) using Ecv−keysend

.

3.2 Problems with simple SGX-supported 2P-SFE

Side channels

1. Runtime: 2P-SFE protocols are not directly vulnerable to timing attacks.
This is achieved by ensuring all program paths take equal time, at the cost
of efficiency. In SGX-supported 2P-SFE, if a secret value x determines the
number of times, for instance, a loop is executed, the timing could easily nar-
row the range of x. Principally, an attacker could execute the same program
offline with many different iterations of the same loop inside of the enclave to
see how long several different numbers of iterations take. This may provide
a lot of information if each iteration of the loop is easily identifiable, e.g., if
each iteration takes a second to execute.

2. RAM Access: Data access is not hidden in SGX-supported 2P-SFE,
which can potentially leak significant amounts of data. For example, con-
sider a simple database-style query using a binary search, where one side,
the client, sends a private query to check whether a given value exists within
the database. The enclave on the server reads in the plaintext records and
matches them, one by one, to the queried value. In such a scenario, the data
access alone is enough to leak information about the queried value. (If the
query matches, we have the value itself, and, if not, we know that the value
lies within a certain range.) There exist some methods to add hardware-level
cryptographic support to FPGAs [45], but not for RAM. The best ways to
make RAM secure are still Oblivious RAM and similar techniques [19].



3. RAM Timing: A timing attack could reveal a lot of information about
the item being queried in the binary search. If the item is located on the
first jump, we know that it’s the value in the middle, etc.

Cryptography vs Memory Out of Bounds Garbled circuits rely on cryp-
tography for data privacy; information leakage is not an issue, because we have
proofs of correctness and security. While it is theoretically possible to “leak” data
by simply outputting it in the predefined program, such a blatant problem is easy
to notice. SGX, if used improperly, might leak information if memory goes out
of bounds; this is one of the most common bugs in everyday programming [42]
and can have catastrophic consequences [48,13]. Unfortunately, in SGX, such an
error would not only break the security of the program (and enclave) in question
but would also affect the security of SGX as a whole, because users might be
able to access or modify data that they should not be able to see.

Trusting SGX vs Trusting Cryptography SGX requires the users to trust
that the evaluator of the program has not broken into the enclave to watch
the memory and that the supply chain was not disrupted with insecure parts.
These might not be acceptable assumptions for nation states or large companies.
In contrast, 2P-SFE protocols provide cryptographic guarantees. They prove
themselves equivalent to the “ideal model,” which uses a trusted third party.
SGX uses the trusted platform model, which is weaker than the trusted third
party model and allows side-channel and information flow attacks.

SGX requires us to have trust in hardware and standard cryptographic prim-
itives (which are used by SGX to protect data), while a 2P-SFE protocol needs
only the latter. Moving the “trust” from software to hardware presents addi-
tional problems – the authors are unaware of any techniques that could be used
to sign and verify hardware. Given recent reports of nation states’ actively in-
filtrating hardware vendors at massive scales for bulk data collection, this is a
major problem. Ultimately, the trust in SGX boils down to trust in hardware
suppliers and whether or not the hardware can be opened and the CPU read.

4 Using SGX for 2P-SFE Computations

Having outlined the capabilities and limitations of SGX-supported 2P-SFE, we
now present our solutions to the problems faced when trying to use SGX for 2P-
SFE protocols. Throughout this section, because of space limitations, we present
only short, intuitive sketches of correctness and security proofs; complete proofs
will appear in a future, expanded version of the paper.

4.1 Using SGX for 2P-SFE: Problems and solutions

Our solution is to augment the SGX programs to prevent (or reduce) data leakage
in SGX for 2P-SFE computations. These augmentations are described below.

Timing Side Channel: We must ensure that all code paths take approxi-
mately the same amount of time. There are many such obfuscation-based pal-
liative mechanisms, as well as general mitigation strategies [33]. However, these



problems are more complex in some scenarios – e.g., when a secret variable de-
termines how many times a loop executes. In this case, the time the program
takes can reveal information about the value of the secret variable. It is possible
to prevent any secret values from being revealed by having a fixed loop bound,
but this may not always be preferable. We can limit the amount of information
leaked when executing a loop by including N extra loop iterations, where N is
a pseudo-random number based on secret information from both parties. Using
this technique, neither party learns the number of iterations executed.
Memory Side Channel: We must ensure that all memory that can be touched
by the SGX program is touched exactly once at the beginning of the program.
Once the SGX program touches a piece of plaintext memory, the memory should
not be read again unless the read is not dependent on secret information. If the
read is dependent on secret information, the evaluator may be able to learn
something about the secret [17,38]. However, if we need too much data and
some are encrypted and stored outside of the enclave, there might be a correlation
between when a block of memory is read and when a block of encrypted memory
is sent back to RAM; for example, if a binary-search program that runs inside
an enclave reads one element at a time, mere observation yields the secret query
(within a range, if it is missing). In order to prevent this problem, we must
ensure that a mix operation is performed to remove any correlation between
plaintext memory and encrypted memory; e.g., this would occur if the memory
were placed outside of the enclave in the same order as it was entered. Such mix
operations, which continuously shuffle and re-encrypt data as they are accessed,
already exist and are widely used to implement Oblivious RAM [19,46].
Array Out of Bounds: To mitigate the risk of arrays out of bounds in SGX,
we apply safe memory-access techniques to ensure that memory does not go out
of bounds. SGX programs can use bound-checking data structures or memory-
safe languages [42]. Although such techniques slow down the execution time of
the application, both of the aforementioned methods would still be significantly
faster than executing the programs in a 2P-SFE protocol.
Cost of a 2P-SFE protocol vs SGX: In Table 1, we note the expected cost of
normal 2P-SFE using garbled circuits and SGX-supported 2P-SFE. We examine
the costs of setup, input, the operation itself, data access, and memory access.
As shown in the table, the primary reason for the expected improvement in the
speed of SGX-supported 2P-SFE over a garbled-circuit protocol is the amount
of cryptography required for each operation and data access in 2P-SFE (which is
free in SGX). However, unlike garbled-circuit protocols, SGX encounters a cost
to push memory out of the cache to RAM (Non-Cache Access).

4.2 Half and Half

With the techniques above, 2P-SFE protocols and SGX can be used together
in scenarios in which parties trust each other enough to want to cooperate in
the first place but not enough to release private data or blindly trust the other
parties not to cheat [29]. However, when different groups of parties want to per-
form a secure computation together, a user may trust one group over another;



2P-SFESemi 2P-SFEMalicious SGX
Sym Asym Sym Asym Sym Asym

Setup - - - - O(1) O(1)
Input O(N) O(K) O(N ∗ S) O(K ∗ S) O(N) + -

Per Operation1 O(1) - O(S) - - -
Data (array) Access O(N) - O(N ∗ S) - - -
Non-Cache Access2 - - - - O(1) -

Table 1: Cost (in terms of cryptography) for operations in 2P-SFE and SGX-
supported 2P-SFE. “ - ” means there is no cryptography required. N is length
of input. C is length of the circuit/program. K is the bit-security parameter. S
is the stat parameter (number of circuits in 2P-SFE). 1 - per gate for 2P-SFE
and per processor instruction for SGX-supported 2P-SFE. 2 - the cost of saving
and loading a value to or from main memory for SGX. + - assumes we attained
a symmetric key during the setup phase and used it to encrypt the input.

the different guarantees and characteristics of SGX-supported 2P-SFE and cur-
rent 2P-SFE protocols mean that it might make sense to use one technique for
a certain group but not another. We now consider how to perform a secure
computation using current 2P-SFE protocols for one part of the evaluation and
SGX-supported 2P-SFE for another part.

We start with two companies, A and B (as shown in Figure 1), that want
to perform a secure computation involving nodes both inside and outside their
private networks. Parts of the computation are done inside of each company,
while others require A and B to cooperate. Thus, companies could use the trust
model of SGX when within their own networks and 2P-SFE when they want
cryptographic guarantees instead of assuming that the hardware remains secure.

To perform such hierarchical or “mixed” SGX computations, users need to
know how to convert a value from a 2P-SFE protocol to an SGX-supported 2P-
SFE value and vice-versa. Once we know how to perform these transformations,
we can run “mixtures” of 2P-SFE protocols and SGX. For simplicity, we deal
with the semi-honest setting, although we note there are ways to do the same
conversions in the malicious setting. For the purposes of this short protocol,
the evaluator is the evaluator in both 2P-SFE and SGX-supported 2P-SFE. The
generator is the generator for 2P-SFE and the sender in SGX-supported 2P-SFE.

Before we briefly describe the conversion process, we describe garbled circuits
in more detail. During the evaluation of the garbled circuit, each wire holds an
encrypted value. The generator knows the possible encrypted values (that is,
which values represent 0 and 1) but does not know which value is actually on
the wire (the value the evaluator has). The evaluator knows the encrypted value
on each wire value but does not know what any value represents.
Conversion from Garbled Circuit to SGX:

1. For each garbled wire wi we will convert to an SGX value, the evaluator has
wr

i (the encrypted result), and the generator has w0
i and w1

i (the encrypted
values that represent 0 and 1).

2. The generator enters w0
i and w1

i into progsgx (the SGX program) as input.



2P-SFE

Company A Company B

Node 1 Node 2
2P-SFE 

with SGX

Node 3 Node 4
2P-SFE 

with SGX

Fig. 1: Half and Half. In this usage, we convert SGX-supported 2P-SFE values to
standard 2P-SFE values and back in order to take advantage of the speed of the
combined form when the trust model is acceptable and still allow for a stronger
model when the trust model of SGX-supported 2P-SFE is not acceptable (say,
the user does not trust Intel when using a public network).

3. The evaluator enters in wr
i into progsgx as her input.

4. progsgx calculates whether wr
i is w0

i or w1
i and sets the corresponding input,

bi, to match wr
i .

5. progsgx uses each bi as input.

Conversion from SGX to Garbled Circuit:

1. For each bit bi that will be converted into a garbled value wi, the generator
creates both possible garbled values, w0

i and w1
i , that will represent the two

possible values of b and enters them into progsgx.
2. progsgx, based on whether bi is a 0 or 1, selects either w0

i or w1
i to be wr

i .
3. Each wr

i is sent to the evaluator to be used as input to the garbled circuit.
4. The generator uses his values, w0

i and w1
i , in the creation of the garbled

circuit to ensure wr
i will map to a value.

Security: In order for either the generator or the evaluator to learn additional
information, it has to (1) possess either w0

i or w1
i and possess wr

i , or (2) see bi
outside of the enclave. Since bi only exists inside of the enclave, it will not be
seen by either the generator or evaluator. The generator only ever sees w0

i and
w1

i and never sees wr
i . Likewise, the evaluator only sees wr

i and never sees w0
i or

w1
i . Thus, neither party will learn any additional information.

4.3 Outsourcing

For devices that do not have an SGX module (or are slow), it would be useful
to have the ability to securely outsource computation to a more powerful or
better equipped system. There have already been a number of works addressing
this situation in 2P-SFE [9,10,11,12,35]. In this section, we examine how we can
outsource from a constrained device (that does not possess an SGX module)
when we want to perform SGX-supported 2P-SFE.

In our setup, seen in Figure 2, the sender does not have an SGX unit and
is outsourcing to a server, the cloud, that has an SGX unit. Any outsourcing
protocol must guarantee that (1) the party we are outsourcing to (the cloud)
cannot cheat, and (2) the party that performs the SGX execution (the other



Cloud

Evaluator

Sender

Sender securely outsources to the cloud 

SGX-Enabled

SGX-Enabled

SGX-supported 2P-SFE
 computation

Fig. 2: Outsourcing. Shows the different parties in our outsourcing protocol.

party in the original SGX-supported 2P-SFE computation, the evaluator) cannot
cheat.

We assume that we are trying to protect the input and output of the sender;
we also assume that the cloud and evaluator do not collude, i.e., they are not
working together to corrupt the sender’s output or input. As before, super-
scripted “+” and “−” signs denote public and private keys, respectively.

Protocol:

1. The cloud and evaluator perform the standard SGX setup to initialize their
SGX units and confirm that they are running the desired program.

2. Both parties pass enclave public keys, Ecv+keycloud
and Ecv+keyeval

to the
sender and authenticate by using MRSIGNER [1,25].

3. Both the evaluator and cloud enclaves send to the sender their enclave mea-
surements, Ecvcloudmeasure and Ecvevalmeasure.

4. The sender checks that Ecvcloudmeasure and Ecvevalmeasure are correct.
5. The sender encrypts its input, inputsender, and a public key for its output,

Out+key, under Ecv+keyeval
to create Enc(inputsender||Out+key) and sends it to

the cloud.
6. The cloud enters Enc(inputsender||Out+key) into the SGX program, progsgx.

We note here that there is no reason the cloud cannot also provide input to
the program if desired.

7. The input is sent from the cloud to the evaluator.
8. progsgx is run according to the previous SGX-supported 2P-SFE protocol.
9. The sender’s output, outputsender, is encrypted under Out+key as a final step

in progsgx.
10. This value, Enc(outputsender), is sent from the evaluator to the sender.
11. The sender uses the output private key Out−key to decrypt Enc(outputsender).

Security of the Sender’s Data
Input: Because the sender’s input is encrypted under the evaluator’s enclave
private key, it can only be decrypted inside of the evaluator’s enclave. Given the
measurement of the evaluator’s enclave, we also know that the program inside
of the enclave is correct; so it will not pass the input outside the enclave.
Output: Because the sender’s output is encrypted inside the enclave during
evaluation and is only sent outside when it is encrypted under the sender’s public
key, only the sender can decrypt and read this output.



4.4 Improving the security of 2P-SFE protocols using SGX

Semi-honest or honest-but-curious protocols guarantee security as long as all
parties faithfully follow the protocol. Such protocols are much cheaper in terms
of computational cost than those that protect against malicious adversaries, who
attempt to gain additional information by any means necessary. We can use
SGX for parts of the semi-honest 2P-SFE protocol to gain additional security
guarantees without incurring significant overhead.

First, we replace the OT in the 2P-SFE protocol with an SGX component
that acts like an OT. The SGX OT is a stripped-down version of the previ-
ously described SGX-supported 2P-SFE protocol. In this program, the 2P-SFE
evaluator chooses the encrypted form of the input as in the 2P-SFE protocol.
This immediately gives us greater security than the standard semi-honest OT,
because we are not relying on the parties to behave correctly during the OT
(i.e., the SGX unit checks whether the parties are running the correct “OT”
program). Note that this does not guarantee fair release of the result, because a
malicious party can still cause us to abort at any point.

Similarly, we can replace the circuit generation and evaluation with an SGX
component. This SGX-evaluation is the program-evaluation component described
earlier. While we could use the 2P-SFE OT before this part of the protocol, using
the SGX OT component gives us better security. After the input and circuit-
evaluation components are replaced, we can also replace the output component
with the SGX output protocol. Replacing all of these elements leaves us with a
protocol that is significantly more secure than the original semi-honest 2P-SFE
protocol (because the SGX protocol has checks for when a user is malicious),
while remaining much cheaper than a malicious 2P-SFE protocol.

4.5 Universal Programs (Circuits)

A universal circuit (UC) is a program that takes another program as input
(denoted as UCprog) and then executes it. In a UC for two parties, one party
enters UCprog as input while the other party enters the input for UCprog.

However, in 2P-SFE, a UC requires a massive number of array accesses
because of the nature of oblivious data access. For each operation in UCprog

(e.g., data[a] = data[b] + data[c]), the inputs to the operation (i.e., data[b] and
data[c]) have to be found from all the possible values that could be entered
into the instructions – i.e. this requires a set of if statements to check whether
index value v equals b – unless constraints can be added to UCprog. However,
in SGX-supported 2P-SFE, this would be more efficient, because array access
takes O(1). Thus, UC programs can be efficiently and privately executed in an
enclave.

4.6 Novel Use Cases for SGX

Secure data storage: With the advent of cloud and multi-user systems, unau-
thorized data access is a greater problem than ever before. Our idea is to use



SGX as a gatekeeper: If all reads and writes went through the SGX hardware, we
could automatically encrypt and decrypt it based on a user-entered key without
the need for a specialized drive. A keyboard could enter the enclave password
while skipping the operating system and any keyloggers within. Unlike systems
such as BitLocker [18], the key here would remain safe even if the operating
system were compromised. For cloud storage, the SGX program would encrypt
data before they are sent to the cloud server; it could be implemented so as to
be transparent to the end user and obviate the need to trust cloud companies.

User Authentication: SGX offers many new avenues for user authentication.
It includes MRSIGNER, which signs the enclave before it is deployed. Group
authentication is also possible, using EPID (Enhanced Privacy ID) [1], an ex-
tension to the Direct Anonymous attestation scheme used in [21,22]. This allows
an enclave to sign communications while maintaining privacy within a group.
There is also a “pseudonymous” mode, which relaxes the security slightly, allow-
ing the verifier to know whether it has checked an enclave in the past while still
maintaining intra-group anonymity.

Cyber-physical applications: Given the security concerns involved in control
systems for sensitive infrastructure (e.g., a nuclear power plant or a hydroelectric
dam), improving security is highly desirable. In order to prevent attacks on
such systems, the controls could be made accessible only through an enclave
that would require all orders to the system to be signed; the current state of
the system would also be hidden. Periodic signed updates from the enclave to
a “master” control system would prevent the system from being taken offline
without the knowledge of the master control system. These strategies would
mitigate the threat of hackers breaking into the system and altering code or
stealing passwords – this information would exist only inside of the enclaves.

Online Games: Online games are played by multiple users on different ma-
chines. In order to reduce bandwidth, many games only transfer events, e.g.,
information for each user command. Each machine can then process events in-
dependently but at the cost of each machine’s knowing the entirety of the game’s
data, including sensitive information about other players’ positions. SGX could
be used to protect private data from other gamers. If each gamer’s private data
are inside an enclave, a hacker (or any user who uses a tool to read informa-
tion normally not available to him) is denied access to private information. The
enclave would release such private information to the local machine based on
triggers in the code, e.g., when an enemy unit is nearby. We can periodically
verify the state of each enclave to prevent cheating.

5 Previous Work on Secure-Execution Environments

In this section, we briefly discuss previous work on the use of specialized soft-
ware and hardware platforms to enable secure execution of code. None of these
works provides the same guarantees or addresses the same scenarios as a 2P-
SFE protocol. Various levels of code and data protection have been achieved



using approaches as varied as managed runtime environments (such as Java and
.NET), tamper resistant software [3], and microkernels.

Haven [5] is an SGX-based system for executing Windows applications in the
cloud. VC3 [42], also based on SGX, allows verifiable and confidential execution
of MapReduce jobs in untrusted cloud environments.

Systems such as TrustedDB [4] and Cipherbase [2] use different kinds of
trusted hardware to process database queries over encrypted data. There ex-
ist several other systems [30,39,47] that use trusted system software (usually a
trusted hypervisor) along with specialized hardware to achieve various security
and privacy requirements. Some, such as Virtual Ghost [15] and Flicker [34],
avoid hypervisors by using specialized kernel-level hardware-isolation mecha-
nisms and time-partitioning between trusted and untrusted operations, respec-
tively. Super-distribution systems for transmission of protected digital data also
exist [27]. They decrypt protected data using a key from an authorized clearing-
house and then re-encrypt the data with a locally generated key on the end-user
system, ensuring that no one else can use the data. Secure co-processors [44]
allow programs to execute securely as long as users can verify that they are
dealing with untampered programs and hardware.

Intel has a number of whitepapers on SGX [1,25], as well as previous at-
tempts in the same vein, such as the Trusted Execution Technology [20]. ARM
trustzone for Cortex-A processors also provides some similar guarantees and has
been used to build embedded linux platforms [49], language runtimes for mobile
applications [41], and many other systems.

6 Conclusion

This paper presents the first systematic consideration of Intel’s Software Guard
Extensions as a platform on which to implement two-party secure function eval-
uation. We show that careful use of SGX primitives can facilitate extremely
efficient 2P-SFE protocols, provide an outsourcing mechanism for machines with-
out an SGX module, and discuss augmentations to SGX which provide stronger
guarantees against leakage. We also use SGX to convert 2P-SFE protocols secure
against semi-honest adversaries into ones secure against malicious adversaries,
and discuss a number of use cases for SGX. As SGX-enabled processors eventu-
ally make their way onto the market, future work will include implementations
and improvements to the efficiency and security properties of these protocols.
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