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1 Preliminary

Ahlswedeet al. [2] first proposed the network coding technique. The autisbi@ved that
the use of network coding can effectively increase throughpwired networks. Since then,
different network coding strategies have been studied, Bngar network coding 2], non-
linear network coding [17] and random network codingl [112][1Ho et al. [11] proved that
the use of random network coding can achieve the theoretiaalmal throughput in wireless
networks. And Eryilmaet al. [7] showed that network coding can reduce transmissiontgte
therefore can increase the throughput in multicast trafiiw.fl

Recently, Chachulslegt al. [4] proposed MORE, the first protocol to integrate random net
work coding with opportunistic routing for unicast flow inn@less mesh networks. Experiment
results show that MORE yields a higher network throughpahtExOR [3] which only uses
opportunistic routing. Based on the framework [af [4],/[1@4] further improve the network
throughput by introducing different ACK and rate contrahemes. To the best of our knowl-
edge, however, there has been no systemic study on spatiahangy consumption control on
network-coding-based (NC-based) routing, which is of gie@ortance in power-constrained
distributed systems, e.g., wireless sensor networks.

In this work, we study the open problem of minimal cost NCdghsouting in wireless

networks. Our main contributions are as follows.

e We propose an effective load based approach to measurebeted number of trans-
missions of NC-based transmission for arbitrary topolsgieis is the first mathematical

framework to compute the transmission cost of NC-basedngut

e We propose a polynomial greedy algorithm to compute the mahitransmission cost
and the corresponding routing braid for NC-based routing. pfdve the optimality of
this algorithm and an upper bound of transmission cost ®oitimal NC-based routing

braid, which is equal to the cost of shortest single pathimgut

e Based on the algorithm we proposed, we design and implemENCR, an energy-

efficient NC-based routing protocol, for resource-consad sensor platforms. In EENCR,
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we incorporate the 4-bit link estimator of CTRE [9], realizkght-weight distributed im-
plementation for our greedy forwarder set selection atgoriin the rouging engine,
and design a modified null-spaced-based (M-NSB) coded &etdécheme and a corre-
sponding rate control component. Compared to CTP, EENGRBduotes zero additional
communication cost but yields an optimal routing braid vidtlver cost than the shortest

single path routing.

e We evaluate the performance of EENCR on the NetEye testbembimparing it with
CTP [9], MORE [4] and CodeOR [19]. Experiment results shoat BENCR achieves a
close to 100% reliability with a large transmission costugtn of CTP, i.e., 25 - 28%.
And EENCR further improves the goodput of NC-based routiraiqrol by adaptively

selecting the forwarders instead of utilizing the wholevarder candidate set.

The remaining of this chapter is organized as follows. Weifitsoduce the system settings
and problem definition. We then propose the effective-lbased framework to compute the
transmission cost of NC-based routing. Based on this fraoriewve design a polynomial-time
greedy algorithm that can compute the optimal routing bi@icrbitrary topologies. Next we
present EENCR, which includes a distributed implementatibour greedy algorithm. We
evaluate the performance of EENCR under different topel®gn the NetEye testbed. Before

we conclude this chapter, we discuss related work in the dtaetwork coding.

2 System settings and problem definition

In this section, we first present the system settings we usehis study. Next we explain
why we choose intra-flow network coding in designing effitieyuting protocol for mission-
critical WCPS. Based on the system model, we formally detweeproblems of transmission

cost computation and optimization for NC-based routing.



2.1 System settings

In this study, we model a wireless network as a directed géaph (V, E') with nodeS as the
source and’ as the destination. For each nade G, we uselU; and D; to denote the set of
senders and receivers qfrespectively. And we denote the forwarder set a6 F'S; C D;.

For each linki — j € F, we denoteET' X

as its expected number of transmission to deliver
a packet with lengthy and P = ﬁxj as the corresponding link reliability. Since network
coding will not change the packet length during the transiois we use7'X;; and P;; for
simplicity. Then we defin€’;(x) as the transmission cost of deliverimdinear independent
packets from to 7', andC;p, (x) as the expected number of broadcasts of nogken nodes

in D; collectively receiver linear independent coded packets froamAssumingS needs to

deliver K packets as a batch 6, we definer as the number of linear independent packets

nodei received from nodeg.

2.2 Problem definition

We define the minimal cost NC-based routing problem as falow

Problem Qo Given a directed grapty = (V, E) with one source5 and one destinatio,
find the optimal total transmission cost and the correspandiS; for each node to deliver K
packets using intra-flow random network coding fréno 7'.

To the best of our knowledge, however, there has been no siudyow to measure the
transmission cost of intra-flow network coding, letting redothe optimal transmission cost.
Therefore, we need to first find a way to measure the transmnigsist of NC-based routing

before we can solv@),. Therefore, we define the following problem:

Problem Q; the same ag)q except thatF's; = D, for each node.

The solution to problem), can provide a mathematical framework to compute the exgecte
transmission cost of NC-based routing. Not only will thiarfrework provide a tool for our
solution to problend),, but also it will shed lights towards energy-efficiency stofiNC-based

transmission in future study. In the following sections, wiét propose optimal polynomial-



time algorithms for both probler®; andQy.

3 Cost optimization for NC-based routing

In this section, we first propose an effective load assigrrakgorithm to solve problen®);.

The key idea of this algorithm is to compute the number of dedgackets each intermediate
node should forward and the corresponding cost. Based smafiproach, we then design
a distributed polynomial-time algorithm to optimally sel®,. For each nodé in Qg, we
choose the forwarder sétS; out of D; using a greedy algorithm based on the transmission
cost from each node i, to 7" We prove this algorithm’s optimality and show that the ogim
transmission cost of NC-based routing has an upper bounédjals to the transmission cost

of the shortest path routing.

3.1 Effective load based assignment algorithm fo€),

In NC-based opportunistic routing protocols, such as MOEJ: the network throughput is

significantly improved compared with single path routingowéver, the transmission cost of
these protocols are not carefully controlled and it may lggad than the cost of single path
routing since every intermediate node will forwards reeated packets to its own forwarder
candidate set. To precisely measure and control the trasgmicost while still fully utilizing

the benefit of network coding on throughput, we propose aeuintalledeffective load

Definition 1 For a nodej in the forwarder candidate sétC'S;, theeffectiveload L; is defined
as the number of linear independent packets that are reddiyg but not by any of the other

nodes inF'C'S; that has lower transmission cost to the destination.

To demonstrate this concept, we first look at the followingraple in Figuré 1. In this
example, the source nodehas K = 3 packets that needs deliveringToandCyr < Cgy.
Therefore, noded has a higher priority tha®® in FC'Ss. When S stops broadcasting, the

coding vectors of packets received by notare{1, 2,3} and{1, 1, 1} and the vectors at node



Bare{2,3,5} and{1, 1,1}. Since noded has a lower transmission costiothan B, nodeA
has an effective load , = 2. Node B only has an effective loadly = 1 because the packet
with coding coefficient{1,1, 1} is also received byl. If both nodeA and B forward up to
their effective load of re-encoded packetsitpT” will receive 3 linear independent packets,
which is just enough to decode the whole batch. In the meantinere will be no unnecessary

re-encoding forwarding operations frofSCs to T'.

.2, 31
o,1,1}

12,3, 9}
11,1,1}

Figure 1. An illustrating example of NC-based routing

Based on the concept of effective load, we then propose &framk to compute the trans-
mission cost of NC-based routing based on different effedbad between nodes within the
same forwarder candidate set, i.e., given a ngdgach nodg < D; will forward L; linear
independent packets to the destination

To better illustrate how to use the effective load approaatompute the transmission cost
of NC-based routing, we first study the following example igu¥e[2.

In this diamond topology, we define th&f > P, > Fs;. The whole transmission process
can be divided into two steps. The first step is ndd@oadcasting tds = { A, B, C'} and the
second step is nodes Ing forwarding re-encoded packets®o In the first step, we treat node

A, B, C as one single virtual nodé, . The link reliability of link S — V. is then expressed
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Figure 2: Example topology

asPsv,, =1—(1—P)(1 - B3)(1 — P5). Therefore, the transmission cost for the first step is

K K
~ Povp,, 1—(1—P)(1—P5)(1—Ps)

Csps(K) 1)

In the second step, since we hake > P, > P;, we want pathA — T to forward as
many packets as it is capable of and path— T to forward as least packets as needed. To
compute the effective load for nodedlg, we first computéy;, the expected number of linear

independent packets received by each node fsamthe first step.

( KS: KP1
A 1—(1—P1)%P—P3)(1—P5)
K= o mu-_ma-py @
K§ = °
\ (1= R)(1-P)(1-P)

Using L; to denote the number of linear independent packets nadeds to forward ta@’,
itis easy to see thdt, = K*;. However, we cannot simply calculatg; asmin(K — L4, K35)
because nod®& and A may receive some same packets, resulting in less entropgyblyeB.
Instead, we need to compuk&? , the expected number of linear independent packets that are

received by nodé but notA.



K

Kg’:KK

(1-P)=K3(1—P) )

The detailed deduction to compuk&’’ is to solve an easy probability theory problem and
is hence omitted. Itis easy to see tlﬁég’ < K — Ly, thuswe havd 3 = KzS'. Similarly, we
haveLc = K5 = K5(1— P)(1— Ps) and we can verify thak , + Ly + Lo = K. Combining

these intermediate results, we have the total transmissisticomputed as:

Cs(K) = Cspg(K) + Car(La)

+Cpr(Lg) + Cor(Le)
K
=PI R P)
A B c
P + Py + I
K

(4)

1=(1=P)(1—P)(1~ F)
i % N Pg(lP: P) Pl - P;2(1 — Pg)]

Through this example, we demonstrate how to compute thertrasion cost of NC-based
routing. The basic idea is to first compute the broadcast tteating all the nodes in the
forwarder candidate set as one single virtual node, andabepute the effective load, i.e., the
number of re-encoded packets needs to be forwarded at edehimthe forwarder candidate
set based on an non-decreasing order of their cost to thiaalsh.

Although the topology in Figurel 2 consists of only node-aiisj paths from the source to
the destination, we can generalize this approach to remlystompute the cost of NC-based
routing in arbitrary topologies. We formally present thampouting process as Algorithi 1.
Basically, each noderuns Algorithm[1 to compute its transmission cost to theidatbn if
every node inD; has its transmission cost computed and updated. Mdgen sends its own
cost information to its sender(s). The sender(s) then risrallgorithm again to compute their
transmission cost to the destination. By the end of this Wwacits recursive process, the source
nodeS will be able to compute its transmission cost to the destindtased on the transmission

cost of nodes iDgs. Note that the complexity of Algorithid 1 i9(|V'|1g [V|), which makes it



suitable for power-constrained computation platformg., ¢he Telosb sensor platform.

Algorithm 1 Compute the transmission cost of NC-based routing for theentinodeS with
M forwarder candidates
1: Input: current nod&, Dg = { Ay, As, ..., A}

Output:Cs(1): the expected number of transmissions to deliver 1 packet ff to T
Sort nodes iDg by a non-descending order 6f,, (1), wherei = 1,2,..., M.
Sorted nodes are labeled @4, A,, ..., A}, }
Csps(1) = m
La; = Csps(1)Psar
F=1- Psy,
fori—2,3,...,M do

LA{L, == CSDS(I)PSA;F

F=F(1— Psa)
. end for
: Cs(1) = Copg(1) + 2002, Cay(Lay)

CceNo gD

e el
w N P O

As described above, the major principle we use here is toyashaasign more traffic load
to forwarders with lower cost, which implies that we shoubgbly different utilization of for-
warders in the DAG to minimize the transmission cost instafddlly utilizing every possible
path in the network. This observation provides two insighfst shows that we do not need
full network coding redundancy in the network to performukeg data transmission, which
would cause higher transmission cost and contention; 2y extlundancy may be used to pro-
vide proactive protection to mission-critical networksamst single node failures. These two

insights lead us to the solution to problédg in this chapter and proble® in Chapter 4.

3.2 Optimal NC-based transmission cost algorithm

In the last section, we proposed a distributed algorithntatezl by each node to compute
the transmission cost of NC-based routing from a given sotodhe destination. However,
there still lacks a precise control on transmission cost@sed routing, making NC-based
transmission energy-inefficient. This energy-inefficieiscespecially severe in dense networks
where each node has many forwarder candidates.

In MORE-based protocols, forwarder candidates with loweetgd effective load are usu-



ally not allowed to forward the flow to reduce the contentiomhe network, which can reduce
the transmission cost sometimes. However, this reductiomi guaranteed and sometimes it
may even increase the transmission cost. Based on the alises/we had a priori, we design
a distributed greedy algorithm, Algorithm 2. The basic idé&Algorithm[2 is as follows. For
an input nodes, we first sort all nodes iDg in a non-descending order of their transmission
cost to the destination. We then remove the nddeavith the lowest transmission cost from
the sortedDg, add it to the forwarder s€t'Sg and compute the total transmission cost using
Algorithm[1l. If the transmission cost ¢f can be reduced by addingf to F'Sg, we keep it in
F'Sgs and add another node with the lowest cost from the remairong&Ds. We continue

this loop until either of the following two conditions is ssdted:

1. the sorted)g is empty, i.e., all receivers &f have been selected into th&s;

2. moving another node from the sortég to F'Sg would increase the total transmission

cost fromStoT.

Each non-destination node executes this algorithm to whierthe minimal transmission
cost from itself to the destinatidfi and the corresponding forwarder candidate set. Upon the
convergence of the whole network, we will get the solutioprimblemQg.

The complexity of this algorithm i©(|V|?1g [V]). In NC-based routing, the size 6fCs
can also be one and in this case the routing braid is the dgoivi the shortest single path.

Next we show readers the optimality of this algorithm by pngvthe following theorem:

Theorem 1 Given a nodeS and its forwarder candidate sdds = {A;, Ay, ..., Ay}, Algo-
rithm[2 yields the minimal transmission cost to the desiomahode of NC-based routing and

the corresponding forwarder set.

Proof We prove the correctness of this theorem by contradictionzera nodeS and its
forwarder candidate sdbgs, we denote the minimal transmission cost(@sand the corre-

sponding transmission forwarder setis’; with a cardinality ofk. We sort nodes iF'S% in
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Algorithm 2 Compute the minimal transmission cost of NC-based routmbthe correspond-
ing F°CS for the input nodeS with M forwarders

1: Input: nodeS, Dg = {A;, As, ..., Ay}, FSs =0

2: Output:C%(1): the minimal transmlssmn cost to deliver 1 packet frérto T’
3: Sort nodes iDg by a non-descending order 6f,,(1), wherei = 1,2,..., M.
4: Sorted nodes are labeled@d), A5, ..., A}, }

5: FSS = {A,}
6
7
8
9

 C5(1) = —+CAI( )
: fori—2,3,...,Mdo
Run AlgorlthrrEL with inputS andDg = {A], ..., A}
:  Gettheresult a€'¢“" (1)
10: if (1) > Cg(1) then
11: break
12: else
13: FSg=FSsUA,
14: Cs(1) = g (1 )
15:  end if
16: end for

non-descending order of their transmission cost to thardggin and denote them d3s5§ =
{A1, A5, Af Y whereCy: < Cy; <, ..., < Car.

If this theorem is not correct, then there exists at leastmmue A, havingCy, < CA; for
some integef € [1, k]. Without loss of generality, we assume thmz,l < Oy, <Oy We
will have a contradiction when we can find a forwarder B&t;* that has a lower transmission

costC** thanC™. To find this contradiction, we study the following forwardeets:

FSy = {A},A;,... A}
FSL = FSy—{A;} (5)
FS% = FS;U{A.}

For each forwarder set, we compute the transmission coshése forwarder sets using

Algorithm[1l. The transmission cost 6fS} is expressed as:

o L+ 200 1[CA*1:SA [T (1 — Poas)l ®)
1_Hz‘:1(1_PSA;)

Compared withF'S%, F'SL does not have nodé;, therefore cost’; is expressed as:
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o - i1 [Ca; Psa; TTj21(1 = Psa)] @)
1 — _
1- T (1 = Psa:)

On the other hand;' S% consists of both' S and node4,,. SinceA, has a lower transmis-

sion cost than nodd;, we compute”; as:

1
1— (1= Psa,) T15, (1 — Psas)
{1+ 300 [Cas Poa: T2y (1 = Poas)l + Ca, Poa, 1T (1 — Poas)  (8)

_'_CAZPSA’,;(l - PSAI> Hf;ll(l — PSA:‘)}

02:

Based on our assumptiofi;’, C; andC5 have the following relations:

cr -0

IA
o

()
C*—Cy <0

The basic idea next is to prove that — ¢, > 0 whenC* — C; < 0, which leads to a
contradiction. To accomplish this goal, we conduct soméerattical transformation of two
inequities above. The first inequity is betwe@hand(,. Starting from the fact th% <1,

we have the following useful result:
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o 1-I05 (1= Poay) 1+ 304 [Cag Psa; TT;21 (1 — Psas)] <1

S H?:1(1 — Psaz) 1+ Zf:f [CA?PSA? szll(l - PSA})] N
& [T=TI5 (1= Poas)] - {1+ 20, [Car Poa: T2y (1 — Poas)]}

—[1 =TT, (1 = Poa)] - {1+ 2205 [Cas Psaz [[,23 (1 = Psas)]} <0

& {14+ X0 [Cn: Poa: TIZ (1= Psas)l} - {TT2, (1 = Poaz) — T2 (1 — Psas)}
+[1—H (1 PSA*)]PSA*CA*H (1 Psa:) <0

& {1+ X [Ca: Poa: TIZ1(1 = Psas )]} - (—Psa;)

+[1 =T[5 (1 = Psas)|Psaz Cay <0

1+ 3200 [Car Poas TT521 (1 = Psas)] > [1 = TTE5 (1 = Poa:)]Cla;
(10)
And the second result is betweétt andC, and this time we directly expand the
difference:
L+ 30, [Car Psa: T2y (1 = Psas)]

-0y = .
1 =Tl (1 — Psax)
1

1— (1= Psa,) [T, (1 — Psa:)
{1+ 3200 [Caz Poa: T2y (1 = Poas )] + Ca, Poa, TTi5 (1 — Poa:)

+Ca: Psa: (1 — Psa,) Hi; (1— Psar)}

= {14+ X0 [Ca; Poa: TT20 (1 — Psa:)l}

{ 1 B 1 }
1-TI5, (1= Psas) 1= (1= Pga,) I (1 - Psar)

+ 15 (1 — Psas)

{Psa; Caz

1 l_PSAw
L= [T, (1= Poas) 1= (1= Poa,) [Ty (1 — Poar)

1
—Ps4,C4, - }
1— (1— Psa,) [1i1(1 — Psa:)

]

(11)
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Using some simple technique, we further transform the +igirtd of Equation 11 and have
the following result:

C*—Cy = {1+ [CaPoa: [T,21(1 - Pga:)l}
Psa, Hf:l(l - PSAf)

= [T (1= Psas)][L — (1 — Psa,) [T (1 — Psar)]

PSAw Hfz_ll(l — PSA;‘) PSAZCAZ C ]
1-— (1—PSAI)Hf:1(1—PSA;) 1—H§:1(1_PSAZ‘>

Psa, [T2) (1= Poar)
[1—TTi, (1 = Peas)][1 — (1 — Psa,) [T/, (1 — Psas)]
{1+ 5 [Cas Psa: T2 (1 — Poas)]H(1 = Psa)

+PsarCay — [1 =TIy (1 = Psar)]Ca, }
Psa, T2y (1 = Psa;) (12)
[1 = [Ty (1= Psa)l[1 = (1= Psa,) [Ti_y (1 — Psa:)]
{1+ 25 [Car Psa: T2 (1= Poas)]}(1 = Peay)
+Psa;Cay — PsazCa, — [1 = Psag — [T, (1 = Psa:)]Ca,
Psa, TT5- (1 = Psas)
[1 =TI (1 = Poas)[1 = (1 = Psa,) [T51 (1 — Psa:)]
{(1 = Psa) {1+ S5 (Ca; Poa TI2 (1= Poa)

—[1 =TI, (1 = Psa:)]Ca, }

+Psa:Car — Psa:Ca, }

Using the result of Inequality 10 and the fact tiiat. > C4,, we can find that the right
hand side of Equation 12 is greater than 0, which me&zhs> C, and shows the existence
of a contradiction. And we note that using the above mathieadadeduction framework, a
contradiction can be found for any numberiefwherei € [1,k] andC4: > C4,. Therefore,
we proved that we can find the minimal transmission cost o6 the destination by adding
forwarder candidates with lower transmission cost to ttstidation into the forwarder set until
adding more candidates will increase thig By now, we complete our proof on the optimality

of Algorithm[2 in computing the optimal NC-based routing dtqmy.
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3.3 Atheoretical comparison with other routing protocols

In the previous section, we proposed an optimal greedy itgoithat computes the minimal
transmission cost of NC-based routing. Different from tearmstic control of spatial diversity
in other MORE-based network coding opportunistic routimgtg@cols, this algorithm intelli-
gently explores the routing diversity in wireless transsioa and only adds routes that can re-
duce the transmission cost into the forwarding topolog\eré&fore, our algorithm has a lower
transmission cost than existing NC-based protocals [4] [19]. When implementing a rout-
ing protocol, nonetheless, we still need to face the chaateden NC-based routing and single
path routing. In this section, we study a few properties afsmiution, which demonstrates the
advantage of our NC-based transmission algorithm ovettimadl! single path routing in terms
of energy efficiency, i.e., transmission cost.

In traditional single path routing, it is the common sens# the always want to select the
shortest path in the network. The term "shortest” dependfifé@rent metrics or constraints we
use, e.g., transmission cost, hop count, capacity andchatetowever, when we use intra-flow
network coding to tackle the forwarder selection problerapportunistic routing to minimize
the transmission cost, the first property we find for our sofuis that the shortest (i.e., lowest
cost) single path is not necessarily chosen into the trassar topology. This property is

formally presented in the following theorem:

Theorem 2 Given a nodeS with a candidate sef'C'Ss of M forwarders, the optimal for-
warder setF'Sg computed in Algorithimal2 does not always contain nddevhereA* € FCSg

and 5 — + Cu- < ﬁ + Cy, foranyi € FCSg/{A"}.

Proof The proof of this theorem is not complex. As long as we giveratance of nodé
with M forwarders that has the minimal cost transmission topolugfyincluding the lowest
cost single path, we have the proof we need. Thus we buildsaarine in Figurg]3.

In this instance, the lowest cost single patlyis> A3 — T with a costﬁ + ﬁ = 11.11.
After we run Algorithm2, however, the optimal forwarder set have isF'Ss = {A;, Ay}

because we have the following results:
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Figure 3: Routing braid v.s. single path routing

_ 1 0.1 , 0.15(1-0.1)
Clar, a0 — 1-(1-0.0)(1-0.15) [1+ 04 0.2 ]

1 1, 0135

- 0.235'(1+Z+ 0.2)

= &8.1915

( ) ( ) ) (13)

. 1 0.1 , 0.15(1—0.1 0.9(1-0.1)(1-0.15

Cianas,45) = 1—(1—0.1)(1—0.15)(1—0.9) 1+ 04 T 0.2 + 0.1 ]

— 1 . 1 0.135 0.6885
T 0.9235 (1+4+ 0.2 + 0.1 )

= 9.5398 > C{Al,Ag}

Using this instance, we finish our proof for this theorem.

From this example, it is also easy to see that the optimakingssion cost of NC-based
transmission is lower than that of shortest single pathimgutThis further raises the ques-
tion: will the minimal cost of NC-based transmission alwaysbetter than that of single path

routing? To answer this question, we propose the followleptem:

Theorem 3 Given a node5 with a candidate sef'C'Ss of M forwarders, the optimal trans-
mission costC'y computed in Algorithril2 is always lower than or equalﬁgj+—% where

A* € FCSgand 51— 4 Cy < 52— 4 Cy, foranyi € FCSg/{A*}.
Pg gx Psa, i
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Proof Through Theorerhl2 we showed that the forwarder on the lovasstsingle path is not
always in the forwarder set computed in Algorithin 2. Therefave prove the correctness of

this theorem under two different cases:

1) A* ¢ F'Ss When the forwarderl* on the lowest cost single path is not selected ity

based on the greedy construction ordeF6is, we have the following inequity:

Cy- > Oy, forany A; € F'Sg (14)

The only reason the algorithm does not adidinto F'Ss is because this operation will
increase the total NC-based transmission cost. We deifte= {4, Ay, ..., Ax}. This

argument can be mathematically expressed as:

1+3°F 1 [Ca, Psa, Hé;ll(PPSA]- )
1-TI, (1-Ps a,)
1438 | [Ca, Psa, Hé;ll(lfPSAj)HCA*PSA* Hle(lfps;x;)
1—(1=Pg4#) [Tf=, (1= Ps a;)

= {1+ 30 ,[CaPoa, TTZ1(1 = Psa)l}

Cs — Crsguqasy =

1 1
{1—1'[?:1(1—P3Ai) 1—(1—Pg4+) Hle(l—PSAi)}
Cpx Pg ax Hf:1(1—PSA2<)

 1-(1-Psa) 11, (1-Psa,) (15)
{1 [Ca, Psa, T2 (1= Psa ) Y Psax TTimy (1=Ps 4x)
a {(1-TT\_ (1=Psa, ) H{1—(1—Psa=) [Ti=, (1= Psa,)}

O Pg px H?:l(l—PSAg)

AT T (1=Psa) I, (1-Ps.a,)
- Pg o Hle(l—PSAg) .{1+Z§:1[CAZ'PSAZ' I1,-1(1-Psa;)] — O
© 1-(1—Pga)[15_,(1-Psa,) 1-[T5_, (1—=Ps.a;) A
< 0
From this inequity, we then conduct the following transfatian:
1438 1 [Ca, Psa, H;Lll(lfPSAj)]
1-TT5, (1-Ps.a;) N CA*} .

= C§’<ﬁ+CA*
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Therefore, whem* is not selected intd"Ss, the optimal NC-based transmission co4t

is lower than the transmission cost of shortest single paiting.

2) A* € F'Ss In this case, we consider three scenarios:
a) If FSg = {A*}, itis clear thatCg = 5'— + Ci- .

b) If FSs # {A*} and A* is the first node selected inf6Ss, C* < ﬁ + Cy- isimplied in

the greedy forwarder selection process of Algoritim 2.

c) If FSg # {A*} andA* is not the first node selected infdS, it is straightforward that

1 1
- <
1—(1—Psa) [T€7%(1 — Pgy)  Psa-

1

(17)

And it is implied in the greedy forwarder selection procéss before addingl* into F'Sg,
C 4+ Is greater than or equal to the forwarding cost from the Bk} to the destination.

Therefore we still havé”™* < ﬁ + C 4+ under this scenario.

Combining all different scenarios, we can reach the commfuthat the minimal cost of
NC-based transmission is always smaller than or equal teltbgest single path routing. This

completes our proof.

4 Protocol design and implementation

After we proposed a minimal cost NC-based routing algoriimd proved its advantage over
traditional shortest single path routing through thecsdtanalysis, we move on to deploy this
algorithm into resource-constrained wireless platforeng, wireless sensor networks. Not
only do we need to implement this core algorithm, we also retbdr components to build

the whole routing protocol. When designing a NC-based ngupirotocol, there are three key

challenges, which are:

1. For each node, which neighbor of it should be selectedth@dorwarder set?
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2. For each node, how many times of broadcast it should cafaiug batch before it stops?

3. For each node, how fast it should broadcast a re-encodd@{far a batch?

To address these challenges, we propose the energy-dffitizbased routing (EENCR)
protocol to perform minimal cost NC-based transmissionimel@ss sensor networks. EENCR
is a fully distributed routing protocol that runs on everyeon the network. In this section, we
present three key components of EENCR, each of which aderese® of the challenges listed

above.

4.1 Routing engine

Run on each node, the routing engine component computegptimead forwarder set for the
current node, which address the first challenge. We desggrotiting engine in EENCR based
on the 4-bit link estimator component and routing engine ponent of the collection tree

protocol(CTP). Our routing engine is responsible for tHe®WINg assignments:

(a) Estimate the single link reliability from the currentdsoto each of its 1-hop neighbor;

(b) Compute and update the minimal cost of NC-based trassonigrom the current node
to the designated destination based on the received trasimicost information from its

neighbors;

(c) Broadcast the computed minimal cost and the forwardeeféective load table to all its

1-hop neighbor;

(d) Provide the optimal effective load information to the M€omponent and the rate control

component.

The key difference between the routing engine in EENCR an SThat instead of select-
ing only the neighbor on the shortest single path as the rgxtdrwarder, EENCR selects a set
of neighbors into the forwarder set using Algorithin 2 sudct the total transmission cost can
be further reduced. In this way, we make use of the routingrdity of wireless communication

to the max extent.
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4.2 Modified NSB coded feedback

The routing engine component decides the forwarder seh®current node. In NC-based
routing, each node needs to know when it can stop broadgastits forwarders. The condition
for a nodei to stop broadcast is that nodes in the forwarder séthafve collectively receive
L; linear independent packets, whdligis the effective load information computed from the
routing engine component.

The usual way nodégets information to decide when to stop transmitting is i ACK
feedback from nodes iR'S;. One naive approach is to make nodegif}; transmit ACK on a

per-packet basis. However, this per-packet ACK cannot bd iisEENCR due to two reasons.

e The total size of per-packet ACK for the whole effective laadoo large. In practical
network coding protocols with symbol sizé&F’(2®) and batch size 8, each coding vector
contains 8 bytes. If a forwarder wants to convey the whole coding vector space it
received from, it will need Kij 8-byte vectors, which is too large for energy-constrained

sensor networks.

e Sending back per-packet ACKs will introduce high-contemtand communication over-

head in the network, which reduces the energy-efficiench@fithole protocol.

One approach to avoid this high overhead is to use coded dekdbFirst proposed in
[21], the null-space-based (NSB) coded feedback schemagmally designed to enhance
reliability of an NC-based multicast protocol for multimadapplications in mobile ad hoc
networks. To apply coded feedback into NC-based oppotiam@uting, a Coded Cumulative
ACK (CCACK) was proposed in [14]. CCACK designs a more compA€K generating and
testing scheme to solve the collective-space problem dse-faositive problem when directly
applying NSB in NC-based opportunistic routing. HoweveLACK is designed to deploy in
wireless mesh networks, where each node has a stronger tatiopypower and larger storage

space. Itis hard to transplant it into sensor networks ksxau

e Compared to NSB, CCACK needs a much larger storage spacer&lstmultiple hash

metrics, wherell > 1;
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e To decrease the probability of false-positive, CCACK netdsun test algorithms\/

times, each of which with a different hash metrics;

Although CCACK can reduce the false-positive probabilitynfi 2% to (%)M, it introduces
both higher memory overhead and computation overhead. Awthw/ = 1, the false-positive
probability of CCACK is the same as NSB while having a more ptaxcomputation overhead.
In fact, to overcome the collective-space problem in NCebasansmission, we only need a
modified NSB ACK scheme (M-NSB) instead of the more compleXACK.

We first elaborate how the original NSB ACK works. We deno&ght of coding vectors
received by node to be B]. When node wants to broadcast about the feedback information
of linear independent packets it currently has, it genertite feedback information as a vector

z; that satisfies:

zi-v =0, Yv € B] (18)
Let V" denote the linear space spanned by vecto#s/init is shown in[21] that:

Lemma 1 With the above random construction:pfany vecton’ € V;" must satisfy;-v" = 0.

And for any vector” ¢ V", the probability ofz; - v” = 0 is 55 whenG F(2®) is used.

The reason why NSB coded feedback may cause the collegaegroblem is because
NSB is not designed to convey the collective space of all dtkgam nodes but only the space
relationship between the individual node pairs. To overeahis shortcoming while keeping
the implementation at a low complexity level, we design thé\8BIB coded feedback scheme.

M-NSB has two different features from the original NSB:

1. Instead of generating for setB], M-NSB generates; for setB;”, which is the coding
vector set of all the re-encoded packets nodmadcasts. Then the conditiepneeds to

satisfy becomes:

zi-v =0, Vv € B’ (19)
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2. Node: stops broadcasting when there @revectors inB;” are marked to be received by

nodes inF'S;.

After a M-NSB ACK is generated, it is broadcast by the receivnode. M-NSB is dif-
ferent from CCACK in that M-NSB does not take nodes overmgafiom different upstream
nodes into account. This is for the objective of preciselyasueing and controlling the total
transmission cost for the whole network. In EENCR, each radeits own effective load and
packets received by the same node but from different semdibise viewed as different traffic
flows. By solving the collective-space problem for each sese@parately, every coded packet
can be effectively used for the decoding at the destinatidrerefore, M-NSB addresses the

second challenge in designing NC-based routing protocols.

4.3 Rate control

In EENCR, the routing engine component provides the effedbad information, and the M-
NSB component provides the receipt status of re-encoddcafsaio the forwarder set. We then
design a rate control component to help each node decide whstart the broadcast and how
fast it should broadcast.

We first give the following definition of traffic flow:

Definition 2 A traffic flow f is defined as a 5-tupl¢ = (5,7, z,j,4) to represent a load of
packets originated at nod& and destined af’ with batch indext, which is forwarded from

sender; to forwarderi.

At each non-destination nodeEENCR maintains an arraly? (/) to store linear indepen-
dent packets received for each flow. We also define a binaiyeaftow indicator!, for each
flow (S,x,7,7). Iy is set to be false by default and is updated to true only whenadrthe

following two conditions is satisfied:

1. Nodei is the first member of'S; for flow f;
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2. Nodei receives more thai’;(f) — L;(f) linear independent packets from nogléor
flow f, whereK;(f) is the number of linear independent packieexpected to receive

from j for flow and L;( f) is the effective load assignment of noder flow f.

Every time there is a transmission opportunity for nadene active-flow is chosen in
a round-robin fashion. A re-encoded packet is generatecelacting non-zero elements in
GF(2®) as re-encoding vectors for packetsAti(f). Nodei then broadcasts this re-encoded
packet and adding the re-encoding vectors g /). Once the forwarder set ohas received

L;(f) linear independent packets; is set to false and the array for flofwvill be flushed.

5 Performance evaluation

To characterize the feasibility and effectiveness of netwoding in improving the energy
efficiency , we experimentally evaluate the performance BNER in this section. We first

present the experimentation methodology and then the merasat results.

5.1 Methodology

Testbed. We use theNetEyewireless sensor network testbed at Wayne State University
[1]. In this testbed, 130 TelosB motes are deployed, wheegyetwo closest neighboring
motes are separated by 2 feet in an indoor environment. Qinecf30 motes in NetEye, we
randomly select 40 motes (with each mote being selected enjtlal probability) to form a
random network for our experimentation. Each of these Belostes is equipped with a 3dB
signal attenuator and a 2.45GHz monopole antenna.

In our measurement study, we set the radio transmissionmpoa®e -7dBm (i.e., power
level 15 in TinyOS) such that multihop networks can be created. Andiseethe default MAC

protocol provided in TinyOS 2.x.

Protocols studied. To understand the impact of network coding in improving thergy

efficiency of wireless sensor networks, we comparativelggthe following protocols:
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e EENCR the distributed NC-based routing protocol we proposedclwvbkelects the opti-

mal forwarder set for each node to minimize the transmissost;

e CTP. a state-of-the-art collection tree protocol designeddata collection in sensor

networks [9];

e MORE the first NC-based opportunistic routing protocol thatyf@xplores the routing

diversity in the network by letting each forwarder forwaahdomly coded packets;

e CodeOR a NC-based opportunistic routing protocol that increalesconcurrency of

data flow by adding hop-by-hop ACK to MORE.

We implement all four protocols in TinyOS 2.x. Due to the doaisits of memory space of
TelosB motes, which is only 10 kilobytes, and the short datdgad length in sensor network
applications, we choose a batch size of 8 for network codpeyation instead of the mostly

used batch size &2 in wireless mesh networks.

Performance metrics. For each protocol we study, we evaluate their behavior basdte

following metrics:
e Delivery reliability. percentage of information elements correctly receivethbysink;

e Delivery cost number of transmissions required for delivering an infation element

from its source to the sink;
e Goodput number of valid information elements received by the siekgecond;
¢ Routing diversitynumber of forwarders selected to transmit a packet.

Different from the throughput metric used to evaluate thégsmance of NC-based routing
protocols in[4] [19], in this study we use goodput insteaah. iAformation element is defined

asvalid if and only if it is linear independent to all elements that ar the same batch and
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received by the sink. And we do not study the routing divgrsftCTP because its number of

forwarders to transmit a packet is always one.

Traffic pattern. To experiment with both light and heavy traffic scenarios, wge two

periodic data collection traffic patterns as follows:

e 510: out of all the 40 nodes in the networks, 10 are selected assoodes; Each source
node periodically generates 40 information elements witinger-element interval, de-
noted byA,, uniformly distributed between 500ms and 3s; for EENCR, MO&hd
CodeOR, every consecutive 8 information elements compbséca; this is to represent

light traffic load scenarios.

e S20: same as$510 except that 20 nodes are selected as source nodes; thiemésent

heavy traffic load scenarios.

5.2 Measurement Results

In what follows, we first present the measurement resultidbt traffic patternS10, then we
discuss the case of heavy traffic patt&@t. In the figures of this section, we present the means

and their 95% confidence intervals for the correspondingioset

5.2.1 Light data traffic

For the light traffic patterr510, Figured 4 {6 show the delivery reliability, delivery cosida

goodput of different protocols. We found that EENCR and CTé&vile high data delivery
reliability (i.e., close to 100%) while MORE and CodeOR canyadelivery 78% and 85% of
the data to the sink on average. In the meantime, EENCR hagh lmwer delivery cost than
CTP, i.e. a 26% reduction, in terms of average number of tngsons to deliver a packet
but the delivery costs of MORE and CodeOR are around 400% @d%h®f CTP respectively.

Furthermore, EENCR enables a higher data goodput very tddbke theoretical maximal value
than all other three protocols.

The reasons for the inferior performance of MORE and CodeQRii study are as follows:
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1. The main design principle of MORE and CodeOR is to havehallforwarders encode
and broadcast the packets they received. Although thigipiexmakes full use of the
spatial routing diversity for wireless networks, havingreddes in a network would sig-
nificantly increase the contention of the network and comsong its performance. On
the other hand, EENCR adopts an optimal greedy approaclomhaallows forwarders
that can contribute in reducing the total transmission taget involved in the forward-
ing process. This strategy also helps reduce the contentibie network, which further

improves EENCR'’s performance.

2. Both MORE and CodeOR rely heavily on the assumption ofialbikd end-to-end ACK
scheme to make source nodes and intermediated nodes stajtasting after the des-
tination received enough coded packets for a certain b&tolvever, end-to-end ACKs
tend to be unreliable, and it takes non-negligible time fbthe nodes in the network to

get an end-to-end ACK for a certain batch from the destinatio

To elaborate on the above observations, we compare the muhfmewarders selected in

EENCR, MORE and CodeOR and summarize the results in Figutés9shown in this figure
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that the average forwarders selected for each non-sink imoHENCR is around 2, but this

number becomesin MORE and CodeOR.

5.2.2 Heavy data traffic

To study the performance of EENCR in a more saturated nefwggkncrease the number of
sources to 20 to create a heavy traffic scengfie. Figures 8 E 1D show the delivery reliability,
delivery cost and goodput of different protocols. With heavraffic in the network, EENCR
is still able to provide a 98% data delivery reliability. Atddnally, the reduction of EENCR
compared to CTP has increased to 28%. This observation egaimsistent with the design
philosophy of EENCR. With heavier data traffic load in thewwmk, the transmission cost of
single path routing degrades. On the contrary, the trarssomsost of EENCR still stays at a
low level in that it fully explores and optimally leveragdeetwireless routing diversity in the
network.

Meanwhile, the performance of MORE and CodeOR degradeseuenseverely than CTP

due to similar reasons in the light traffic scenario. It is thahile to note that the goodput of
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CodeOR is even lower than MORE unde20. This is because CodeOR tries to increase the
concurrency of the network by allowing multiple flows for theme source to be injected in the
network. However, it still has all the forwarders in the netiwto encode and forward packets
towards the destination, which would result in high contenind poor delivery performance
in the network. Injecting too many flows in the network withoansidering the negative effects
brought by allowing every forwarder to perform forwardingeoation can be disastrous in a
network with heavy traffic, as shown in our experiment resulte show the routing diversity

in terms of average number of forwarders selected in thesdé&fed protocols in Figute 1.
This observation demonstrates, from another perspedhes,it is of great importance and

necessity to choose forwarder sets in NC-based routinggots carefully.

6 Related work

Network coding was first proposed for wired networks in thengering paper [2]. By mix-

ing packets at intermediate nodes during the transmissienbandwidth can be saved and
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therefore the throughput of the whole network can be sigamtly improved. During the past
years, network coding has been one of the most popular segrics in computer networks.
Different coding schemes are designed, categorized iné@tinetwork coding and non-linear
network coding. Compared with linear network coding, nimedr network coding has been
reported to outperform linear coding in several studie$ [A]7[L6] [6]. Especially in [6], itis
shown that there are multi-source network coding problemmsvhich non-linear coding has a
general better performance on throughput. Neverthelessy@ing to the analysis from [18],
linear network coding can provide a performance close tdo#st possible throughput while
only require a relative low complexity compared with thethapmplexity of non-linear coding.
Due to the broadcast nature in wireless communication, éeimediate node can receive
redundant packets during the transmission in wirelessor&sy Network coding is one of the
best choices to make use of these redundancies. By mixinmdedt packets together and
forwarding the mixed packet, the throughput of the wirelessvorks can be further improved.
It is shown that linear coding functions can be designedaarig and independently at each

node [11] [12]. Authors in these papers proposed a codinignigae called random linear
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coding (RLC). Since RLC can be easily implemented in a disted manner and it has a low

complexity, it is widely used in wireless networks, inclngiwireless sensor networks [10].
After network coding has been proved to be able to effegtivesle the overhearing re-

dundancy in wireless environment, research on networkngpidi wireless networks has been

following two different broad directions.

6.1 Network-coding-based multicast

Multicast has been well studied in wireless networks in thstgew decades. Introducing
network coding into multicast protocol, researchers firat the randomness of coded packets
can effectively reduce the latency of multicast, therefooeease the network throughput.

Eryilmazet al. [7] is the first work studying the delay performance gainsrfroetwork
coding. The authors study the problem on a wireless netwasleinwith one source and
multiple receivers. Files are transferred from the sowcec¢eivers using network coding. The
delay performance in this paper is defined as the averageletanjmne of a file transmission.
The authors study two different cases: 1) a file is broadcaatl treceivers (broadcast case);
2) each receiver demands a different file (multiple unicasey. According to the theoretical
analysis in this paper,there is a significant delay perfoigceagain in both broadcast case and
multiple unicast case via network coding, i.e., the avegepletion time is reduced.

Although network coding is proved to be able to provide ageriatency guarantee inl[7],
there is still a trade-off between the throughput and erdnm latency for network coding in
different wireless networks. Katabt al. [8] used a simple example as follows to demonstrate
this trade-off.

Suppose there arepackets needed to be sent from notd® B, link AB has a reliability
of 50%. If node A sends these packets separately, it would requirexpected number of
transmissiork including sending back ACK packets. If all these packets are generatediby
at the same time and therefore could be codedirmoded packets. Successfully sending these
k coded packets would require an ETX of oy + 1 including sending back only ACK

packet. Ifk/2 packets are generated first and has to be sent to B beforehig:g2 packets
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are generated, thegepackets could only be coded into two groups witf2 coded packets
each. The whole ETX for this transmission schemkist- 2 including sending back ACK
packets.

Zhanget al. [23] investigate the benefits of using Random Linear CodRigX) for unicast
communications in a mobile Disruption Tolerant Network (@yTunder epidemic routing. In
this paper, the authors propose the following coding antstratting scheme: DTN nodes store
and then forward random linear combinations of packets ege¢ncounter other DTN nodes.
The simulation results show that when there is one singlecbl@posed of several packets
propagating in the network, when bandwidth is constrairaaplying intra-flow RLC over
packets can improve the delivery delay to deliver the whédedind there is more improvement
when the buffer in each node is limited. When there are misltijres propagating in the
network, simulations results show that intra-flow RLC affenly slight improvement over
the non-coded scheme when only bandwidth is constraingdnbre significant improvement
when both bandwidth and buffers are constrained.

The work in the above paragraph studies the benefits of nkteaating in DTN by a sim-
ulation based approach. Different from [23], Lenal. [20] study this problem in a theoretical
analysis framework. The theoretical analysis achieveslaimonclusions as those inh [23].
Based on the analysis, the authors also design a prioritywggaiotocol, in which packets in
the same file are divided into different groups with pri@stiand packets with higher priority
would be coded and transmitted first. When the destinatioeives all coded packets for a
certain level, it notifies the whole network and the sourcthabthe same packets stored in the
network will be dropped to further increase the performasfdde network.

In both [23] and([20], the authors do not consider interfes=nn the network, which is rea-
sonable only for sparse networks. Zhat@l. [22] conduct an analysis on the throughput-delay
tradeoffs in mobile ad hoc networks (MANETS) with networldomy, and compare results in
the situation where only replication and forwarding arew#d in each node. The network
model is built on both fast mobility model (i.i.d. mobilityedel) and slow mobility model (ran-

dom walk model). The authors proposg-aop relay scheme inia-node MANET using RLC
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in MANETs and prove the trade-off between throughput anéylelf the proposed scheme
under two mobility models. Under fast mobility model, whére= ©(logn), the throughput
T(n) = O©(1/n) and the average delap(n) = O(logn), whereT'(n) represents through-
put andD(n) represents average delay. Under the slow mobility moderevhe= ©(y/n),
T(n) = ©(1/n) andD(n) = ©(y/n). This is the first work to study the trade-off between
throughput and delay using RLC in MANETS. However, this gtatlll uses the average delay
as the metric instead of putting hard latency constraintheranalysis.

Katti et al. [13] propose COPE, a new architecture for wireless meshar&sw It is the first
network coding that is implemented with the current netwsidck seamlessly. In the design of
COPE, only inter-flow network coding is concerned. That nsgaackets headed to the same
next hop or generated by the same source cannot be encodgideiognder COPE. And COPE
adopts an opportunistic coding scheme, which does not gelekets’ transmissions for further
coding opportunity. According to the theoretical analysist only can network coding bring
a significant improvement on throughput, but also the MACGetggrotocol can also improve
the network throughput when it is combined with coding tegha. COPE is implemented on
a 20-node wireless network testbed. The experiment resluttey that COPE can increase the

throughput of wireless mesh networks without modifyingtnog or higher layers.

6.2 Network-coding-based opportunistic routing

Other than network coding, opportunistic routing is anotieehnique that fully explores the
diversity of the broadcast nature in wireless communicatiBxOR is the first opportunistic
routing protocol and was proposed in [3]. Since then, extensork has been conducted to
further improve the forwarder candidate selection proaesgpportunistic routing. However,
the essential component in opportunistic routing proteauturs heavy communication cost of
node coordination and requires a delicately designed MAstogpl.

As a continuous research of [3][13], Chachulskial. [4] integrated intra-flow RLC and
the opportunistic routing protocol inl[3] to develop a newting protocol called MORE in

wireless mesh networks. The contribution of MORE is muitirensional. First, it makes
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use of the broadcast property of wireless communicatiomiarove the network throughput
without modifying the existing MAC layer, e.g., 802.11. 8Sradly, it adopts RLC for intra-flow
network coding. RLC has a low complexity and is is easy to anm@nt in a distributed system.
Therefore, the network throughput is further improved. rdllyi both the memory overhead
and the header overhead are bounded within a reasonabke IIQRE is also evaluated in a
20-node testbed and it outperform ExOR in both unicast aniticast traffic flow with a higher
throughput.

Quite a few new protocols has been built based on MORE toduithprove the throughput
of NC-based opportunistic routing [19] [14] [10] [15] [24The basic idea of these studies is
the natural combination of opportunistic routing and netwmoding because they both made
use of the broadcast nature of wireless transmission. Koikslaset al. [15] propose another
intra-flow network coding architecture called Pacifier. iRacbuilds an efficient multicast tree
and extends it to opportunistic overhearing. Then it agphé&ra-flow RLC technique to ensure
the reliability. Both these two steps are similar with MOREesides these two components,
Pacifier also applies a source rate control module to aveiddimgestion in the network. Most
importantly, Pacifier solves the "crying baby” problem byimg the source send batches of
packets in a round-robin fashion. Not only large scale satmohs but also a series of exper-
iments in a 22-node wireless testbed show that Pacifier héssg@ improvement on average
throughput compared with MORE. Similar to Pacifier,/[10]posed Rateless Deluge, the first
implementation of NC-based opportunistic routing protacavireless sensor networks.

Zhu et al. [24] propose a hybrid coding scheme that does inter-flowrgpélist and intra-
flow coding later. In the proposed scheme, packets are ficsicea following the same coding
scheme adopted by COPE. Then the encoded packets are didatifferent batches. En-
coded packets in the same batch are further encoded folidiwensame coding scheme adopted
by MORE. During the transmission, the whole system uses &ptespath transmitting scheme
to further improve the network throughput. The authors dioestetical analysis on their pro-
posed coding scheme in a simple wireless network model. @oedpwith COPE, the hybrid

coding scheme has a significant improvement on both thrautgina reliability in this network
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model. However, simulation or experiments are needed tbdutestify the efficiency of this
hybrid scheme.

To further improve the throughput of wireless networks, &tral. [19] make use of hop-
by-hop ACK and sliding window to allow different segmentspafckets to be transmitted in
the network concurrently (CodeOR). However, it still adopffline ETX metric to decide how
many coded packets to transmit to ensure the end-to-endideitity. To be adaptive to the
dynamic of wireless links, Koutsonikolas al. [14] uses a Cumulative Coded ACK(CCACK)
scheme to allow nodes to notifying their upstream nodesthiggthave received enough coded
packets in a simple and low overhead way. The throughput cA@Cis shown to bet5%
better than MORE[[14] is the most closely work related tomablem. The cumulative coded
ACK scheme gives a good solution to the problem "when showeraler stop broadcasting”.
However, CCACK'’s major objective is to minimize the broaslozost at each sender/forwarder.
This approach cannot give a global minimization on transiois cost for NC-based oppor-
tunistic routing. Furthermore, CCACK requires a high meyrgpace and a relatively complex

computation process, which is not suitable for resourcesttained sensing networks.

7 Concluding remarks

NC-based routing has drawn the interests of many researah@rreless community. In this
section we studied the minimal cost NC-based routing probM/e proposed the first effective
load based mathematical framework to compute the cost ob&kgd routing for a given topol-
ogy. To the best of our knowledge, this is the first successteimpt towards measuring the
energy consumption of NC-based routing. Our solution mtesia formal theoretical method
to measure the transmission cost of intra flow network codadjng protocols.

Based on this framework, we then studies the open problemmpating the optimal trans-
mission cost of NC-based transmission and the correspgmdirting braid. We were able to
derive a distributed polynomial-time greedy algorithmttus problem an proved its optimality.

We further studied the property of this algorithm and shothatithe optimal routing braid does
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not necessarily contains the shortest single path routepesed in traditional routing and op-
portunistic routing protocols. Plus, we proved that theardggmund of the energy consumption
for optimal routing braid is the same as that of single pathing in terms of expected number
of transmissions.

Furthermore, we proposed EENCR, an energy-efficient N@esuting protocol for resource-
constrained sensor networks. In EENCR, we adopted thelitbiestimator[9] and our mini-
mal cost forwarder set selection algorithm in the routingiee component. We then developed
M-NSB, a coded feedback scheme without near-zero additcmmamunication overhead and
designed a rate control component to avoid the energy wastged by unnecessary broad-
cast. EENCR incorporated the design philosophy of CTP[8}jase-of-art single path routing
protocol in sensor networks, so that the complexity of protas maintained at a low level,
which is of great importance and favorable on low-powerriiated platforms, e.g., TelosB
sensors. Experiment results of EENCR on the NetEye testh@dex that EENCR vyields a
high reliability as CTP, and has a transmission cost thahkg around 72-75% of CTP. In the
meantime, the goodput of EENCR is significantly improvearffd ORE and CodeOR because

it adaptively selects the forwarders instead of utilizing whole forwarder candidate set.
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