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ABSTRACT
Determining the optimal buffer size is a problem that arises in
both networking and asynchronous digital circuits. However,
to date, there has been little discussion between the two
communities. We believe it would be worthwhile to see if
the techniques independently developed by researchers in
each of the domains could apply to the other. We hope this
paper is the beginning of a fruitful conversation, and could
lead to advances that benefit both communities.

1 INTRODUCTION
Asynchronous digital circuits correspond to computations
that operate without an external clock signal to synchronize
operations. Instead, circuits interact through local handshak-
ing signals on wires and these signals are used for both
communication and synchronization. Asynchronous circuits
have a rich history, and many of the mathematical theories
used to study them have their roots in the theory of concur-
rent systems. For example, Petri nets are a popular model for
describing asynchronous control circuits [17]. Trace theory
has been used for circuit verification as well as studying
various classes of asynchronous circuits [6, 20]. Recently,
key concepts from the theory of distributed systems related
to knowledge and causality were translated into equivalent
results for asynchronous circuits [12].

High-level descriptions of asynchronous circuits use con-
ventionalmessage-passing programming language notation [15].
Interactions between hardware compoments occur using
communication channels that have first-in first-out seman-
tics. Since circuits have a physical realization, these channels
have finite buffer space (zero by default, so as to make the
actual physical need for storage explicit). The amount of
buffer space on a channel is referred to as the synchroniza-
tion slack [14], and this slack has to be carefully adjusted
for optimal performance through a process referred to as
slack-matching [13]. Slack matching has been formulated as
a mixed-integer linear programming problem [2, 19].

The analogy between asynchronous circuits and networks
has been previously exploited to develop a fast hardware
accelerated simulator for wireless networks. Asynchronous
circuits were configured to implement the same functionality
as the underlying wireless network being modeled, and were
shown to replicate all the key network properties of wireless

networks such as throughput, goodput, latency, etc. since
the behavior of the underlying circuits was fundamentally
the same as the network being modeled [11]. This strong cor-
respondence between asynchronous circuits and distributed
systems, and the interest in buffer sizing (slack matching) in
both communities begs the question: can techniques from
one domain be applied to the other? What keys insights that
exist in the circuit domain can be translated into insights in
the networking domain, and vice versa?

2 TECHNIQUES FROM CIRCUITS
Much of the work in the domain of asynchronous circuits has
focused on timing characterization and performance analysis.
Buffers tend to be small, since each buffer has to be physically
realized as a circuit. The key goal is minimizing the number
of buffers needed while operating at a performance point
that meets the system throughput requirement.
The performance behavior is characterized by studying

the number of data items in flight in a pipeline section that
has a fixed peak occupancy. The behavior of the throughput
as a function of the number of data items in flight can be
explained intuitively in the following manner: (i) when there
are no data items in flight, the throughput is zero; (ii) as data
items in flight increase, the throughput increases linearly
until it hits the maximum local throughput of the pipeline;
(iii) at the other extreme, when the number of data items
in flight equals the pipeline capacity, the throughput is also
zero—because there has to be an open slot (a “hole”) in the
pipeline in order for a new data item to be inserted; (iv) as
the number of holes increases, the throughput also increases
until it hits the pipeline throughput. The overall shape of the
throughput curve looks like a trapezoid, with the pipeline sec-
tion operating at peak throughput for a range of occupancy
values. This curve is sometimes called a “canopy graph.” Con-
straints on token flow can be used to compose these canopy
graphs together to build system canopy graphs.
In general, the entire performance optimization problem

can be formulated using a collection of inequalities that
capture timing constraints [4], and under a general set of
conditions the throughput of the circuit can be bursty but
still exhibits periodicity [10]. Both the period and the repeat
interval can be computed using efficient algorithms when
all the delay values for the entire circuit are known.
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3 TECHNIQUES FROM NETWORKING
Much of the prior work in the domain of networking has
focused on sizing buffers for internet routers. Historically, it
was assumed that buffers should be big, with the sizing based
on flow round-trip time measurements. The rule-of-thumb
was traditionally B = RTT × C , where RTT is the average
round-trip time of a flow passing across the link, andC is the
data rate of the link. Appenzeller et al. [1] argued that buffers
could be much smaller, proposing that a link with n flows
requires nomore than B = (RTT×C)/

√
n. Enachescu et al. [7]

proposed even smaller sizes still, arguing that only 20-50
packets are necessary if we are willing to sacrifice a fraction
of link capacities. Choudhury and Hahne [5] proposed an
adaptive scheme that allocates buffers among queues sharing
memory. They use a control-theoretic approach based on
monitoring the total amount of unused buffer space.

Although there have been studies evaluating the different
proposals [3], there is still no clear consensus on what is the
optimal buffer size. Partly, this is because the buffer sizing
problem in networking is complicated by a number of issues,
including the congestion control scheme, the Active Queue
Management discipline (e.g., RED [8], PIE [18], etc.), load-
balancing, and traffic-engineering policies. Since these issues
are not relevant to asynchronous circuits, there is reason
to be skeptical that techniques from asynchronous circuits
would directly apply.

However, we believe that some of these differences might
disappear if we make some stronger assumptions about
the use and behavior of network. For example, if we limit
the scope to dedicated storage fabrics in a data center that
use lossless transport protocols (e.g., Infiniband, iWARP, or
RoCE) with relatively simple congestion control schemes [9,
16], there may be insights that can be gleaned from asyn-
chronous circuits.

In any case, we believe that there should be further analy-
sis and evaluation to understand the similarities and differ-
ences between techniques from both domains; when they
could be productively used; and when they would not apply.

4 SUMMARY
Given the strong similarity between the performance prop-
erties of asynchronous circuits and networks, we believe it
would be worthwhile to see if the techniques independently
developed by researchers in each domain could apply to
the other. We hope this paper is the beginning of a fruitful
conversation, and could lead to advances that benefit both
communities.
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