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Abstract
In this paper we present a simple deterministic algorithm
for testing whether a multivariate polynomial f(x1, . . . , xn)
is identically zero, in time polynomial in m, n, log(d + 1)
and H. Here m is the number of monomials in f, d is the
maximum degree of a variable in f and 2H is the least upper
bound on the magnitude of the largest coefficient in f. We
assume that f has integer coefficients.

The main feature of our algorithm is its conceptual

simplicity. The proof uses Linnik’s Theorem which is a

deep fact about distribution of primes in an arithmetic

progression.

1 Introduction

The problem of testing whether a multivariate polyno-
mial f(x1, . . . , xn) is identically zero has proven to be
extremely useful in theoretical computer science. This
has been used in designing fast randomized algorithms:
most notably for program checking [5, 13] and perfect
matching in graphs [14, 18, 6]. It is also heavily used in
complexity theory in proving results like IP=PSPACE
[21, 15, 4] and the optimal PCP characterization of NP
[3]. For more details on the applications the reader is
referred to the book of Motwani and Raghavan [17].

To make the problem more precise, one needs to fix
the representation of the given polynomial. Clearly if
the polynomial is given as a list of its coefficients, the
problem is trivial. Often we are given some implicit rep-
resentation of the polynomial such as the determinant of
a matrix or an arithmetic circuit. It is easy to see that
there exists a set S, with size polynomial in s and d,
such that any nonzero multivariate polynomial of total
degree d which can be described using s bits, evaluates
to a nonzero value at at least one of the points of S.
Finding such a set deterministically seems elusive and
it seems likely that this will involve substantial algebraic
and number theoretic ideas. This fact is illustrated in
the papers of Chen and Kao [7] and Lewin and Vadhan
[11].
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2 Previous Work

The earliest work on zero testing can be traced to
DeMillo and Lipton [8], Schwartz [20] and Zippel [22]
back to late 1970’s. The basic idea in their work was
that a univariate polynomial of degree at most d can
have at most d roots. So fixing a large enough set and
evaluating the polynomial at randomly chosen points
from this set gives an efficient randomized test with high
probability of success.

Only recently have there been improvements in
these algorithms. In a remarkable paper, Chen and
Kao [7] show how to reduce randomness using irrational
numbers. Contrary to the classic algorithms, the error
probability is reduced not by increasing the number of
random bits, but by letting the algorithm run for more
time.

This technique was generalized and proved optimal
under the black box model of computation by Lewin
and Vadhan [11]. They give an algorithm which works
over any field and uses

∑n
i=1dlog(di + 1)e random bits,

where di is the degree of f in xi.
Further improvements and generalizations were

made in the work of [2] and notably in [10]. Klivans and
Spielman [10] use ideas from error correcting codes and
a variant of the Isolation Lemma [18] to give a random-
ized polynomial time algorithm which uses O(log mnd)
random bits. Here m is the number of monomials, and
d is the total degree of f.

3 Our Result

3.1 Notation Let k be a field and f(x1, . . . , xn) ∈
k[x1, . . . , xn]. The problem is to determine whether
f ≡ 0.

The following notation is used throughout the paper

1. Represent the polynomial as

f =
∑
α

cαxα.

We assume that all the coefficients cα are integers.
Moreover xα = xα1

1 · · ·xαn
n .

2. n denotes the number of variables in f.

3. m denotes the number of monomials in f.



4. di, for 1 ≤ i ≤ n be the degree of xi in f. Let
d = maxi di. d is called the maximum degree of
f.

5. L denotes Linnik’s constant (explained later).

6. H denotes the height of f, that is if f =
∑

α cαxα,
then H is the least number such that

max
α

|cα| ≤ 2H .

7. All logs in this paper are base 2 unless stated
otherwise.

8. We assume that the only operation we are allowed
with polynomial f is to evaluate it on inputs. We
refer to this as the Black Box model. We further
assume that the implementation of f is over a field
of characteristic zero.

3.2 Main Theorem and Discussion Now we are
ready to state the result of this paper.

Theorem 3.1. Given a multivariate polynomial
f(x1, . . . , xn) with integer coefficients as a black
box, there is a deterministic algorithm which decides
whether f is identically zero in time polynomial in
m,n, log(d + 1) and H. Moreover the bit lengths
of the queries to the black box are logarithmic in
m,n, log(d + 1) and H.

The input bit lengths are important. This is
illustrated in a later section on the number of roots of
sparse polynomials.

Although we use some deep results from analytic
number theory, the main idea in the paper is a clever
use of the following mantra

A positive integer s can have at most log s
distinct prime factors.

We do not attempt to optimize the running time of
the algorithm in this paper, instead just illustrate the
basic ideas to get a deterministic test for zero testing
with parameters mentioned above.

We remark here that via a different approach,
Klivans and Spielman [10] obtain similar results. But
their result implies a deterministic identity test which
runs in time polynomial in m,n, d compared to ours,
which runs in time polynomial in m,n,H and log(d+1).
So for exponential degree sparse polynomials, Klivans-
Spielman implies an exponential algorithm, while ours
is still a polynomial time algorithm.

The main feature of our algorithm is that it is
conceptually simpler than the one by Klivans and
Spielman.

We also mention the basic lower bound argument
for any deterministic test: Any oracle access to f gives
a linear equation over the coefficients of the polynomial.
So One has to make at least Ω(m) queries to decide
whether f is identically zero or not. So apart from the
restriction on the largest coefficient, our algorithm is
tight up to a polynomial. But notice that the degree d
does not play a role in the lower bound. That is where
our is better than the previous algorithms.

3.3 Organization First we give an interesting fact
about roots of sparse polynomials. In the next section
we introduce some number theoretic preliminaries we
will be needing for the algorithm.

Then we give the algorithm and in the subsequent
section its analysis.

4 Number of Positive Roots of Sparse
Polynomials

In this section we address the following question

How many real positive roots can a univariate
polynomial (over the reals) with at most m
monomials can have ?

The answer to this question follows from a result of
Michell ([16]) and also from the well known Descartes’
Rule of Signs: the number of such zeros has to be less
than m. So for such a polynomial, evaluating them at
{1, . . . ,m} is good enough to decide whether it is zero
or not. First notice that such a result is not possible for
multivariate polynomials: consider x− y. Moreover the
reduction of a multivariate polynomial to a univariate
one may cause an exponential blow up in the degree.
So the input bit lengths may become exponential in the
number of variables, which is not desirable.

5 Number Theoretic Preliminaries

For integers a, d, (a, d) denotes the greatest common
divisor of a and d. For d > 0, let φ(d) be the Euler’s
totient function of d, or the cardinality of the set

{a|(a, d) = 1, 1 ≤ a ≤ d}.

Notice that for a prime p, φ(p) = p− 1.

Lemma 5.1. The number of distinct prime divisors of
an integer s ≥ 1 is at most log2 s.

For a prime p let GF (p) be the finite field on p
elements.

Theorem 5.1. For a prime p, and integers s, t the
polynomials xs and xt are the same over GF (p) if and
only if p− 1 divides (s− t).



5.1 Distribution of Primes in Arithmetic Pro-
gressions The following Lemma follows easily from the
Prime Number Theorem or even relaxed versions of it.

Lemma 5.2. [19] There is a constant c > 0 such that
the n-th prime pn ≤ cn log n.

Theorem 5.2. (Dirichlet) [19] For integers d ≥ 2
and a ≥ 1, with (a, d) = 1, there are infinitely many
primes in the arithmetic progression {a + kd|k ≥ 0}.

For integers d ≥ 2 and a ≥ 1, with (a, d) = 1,
let p(d, a) be the smallest prime in the arithmetic
progression {a + kd|k ≥ 0}. Define

p(d) = max
1≤a<d,(a,d)=1

p(d, a).

Under the widely believed Generalized Riemann
Hypothesis, Heath-Brown proved ([19]) that there is a
constant c such that

p(d) ≤ c(φ(d))2(log d)2.

The following unconditional theorem which we will
use is attributed to Linnik can be found in [12].

Theorem 5.3. There is a constant L > 1 (called
Linnik’s constant) such that for every sufficiently large
d ≥ q0,

p(d) < dL.

The best known value for L is 5.5 [9], while Schinzel,
Sierpinski, and Kanold ([19]) have conjectured the value
value to be 2. We mention here that it follows from the
Prime Number Theorem that for every ε > 0 and large
enough d :

p(d) > (1− ε)φ(d) log d.

For a detailed discussion on these facts the reader is
referred to the book by Ribenboim [19].

6 The Algorithm

First we need the following simple but useful Lemma.

Lemma 6.1. Given a polynomial f(x1, . . . , xn) over a
characteristic zero field with maximum degree no more
than d, the substitution xi → x(d+1)i−1

has the property
that f is identically zero if and only if the new univariate
polynomial is identically zero. Denote this polynomial
by gf (x). The degree of gf (x) is at most n(d + 1)n.

Note that the above transformation preserves spar-
sity.

Let t be a parameter to be fixed later. Denote by
qr the r-th prime bigger than q0. Here q0 is the constant
above which one can use Linnik’s Theorem. Further let
pi be the smallest prime in the arithmetic progression
{jqi + 1|j ≥ 1}. It follows from Linnik’s Theorem that
pi < qL

i . Now we are ready to describe the algorithm:

For r = 1, . . . , t, compute gf (x) at all points of
the field GF (pr) and output f ≡ 0 if and only
if the value at each evaluated point is 0.

Notice that it may be the case that pi = pj for i 6= j,
but we do not care as long as there are enough distinct
primes we run the algorithm on. We consider this issue
in the analysis below. First we prove that the algorithm
is correct for a suitable choice of t.

We also remark that since we assume an oracle
access to f, we can implement the function g as follows:
Once a prime p is fixed, and a point x ∈ GF (p),
we compute the transformation mentioned in Lemma
6.1 modulo p. Though the degree is exponential, still
exponentiation can be done fast modulo a prime. Once
we have the transformation, we query f at that point.
Then we take the output modulo p. Since the oracle of f
is over a characteristic zero field, the modular arithmetic
described above is justified.

6.1 Analysis Let gf (x) =
∑

i cix
ki . So g has at most

m nonzero terms. Call a prime p from our test set bad
if at least one of the following occurs

1. If p− 1|(ki − kj) for some 1 ≤ i 6= j ≤ m.

2. If p divides ci for some 1 ≤ i ≤ m.

Fact 6.1. It follows from 5.1 that if gf (x) is not iden-
tically zero, then the algorithm works correctly as long
as we make sure that there is at least one prime in our
set p1, . . . , pt which is not bad.

To estimate the number of bad primes for the first
case notice that whenever p− 1 divides some di − dj we
have a prime factor q of di − dj . Since the number of
such terms is O(m2), and each of them could be at most
(d + 1)n. Hence we have the following:

Fact 6.2. By Lemma 5.1 The number of bad primes
for the first case is at most m2n log(d + 1).

Fact 6.3. By Lemma 5.1 the number of bad primes for
the second case is at most∑

i

log |ci| ≤ H ·m.

For the second case we have to deal with the case
when for i 6= j, pi = pj . Or qi, qj have the same smallest
prime in their corresponding arithmetic progressions.
We do so with the following Lemma.



Lemma 6.2. Let q0 < q1 < q2 < · · · qv be primes
such that the smallest prime in each of the arithmetic
progression {jqi + 1|j ≥ 1} is p, and q0 is the constant
above which Linnik’s Theorem applies, then

v < L.

Proof. By hypothesis, there is an integer k′ > 1 such
that

p− 1 = k′q1q2 = · · · qv.

But qv
1 < p < qL

1 . Here the last inequality follows from
Linnik’s Theorem. This implies the Lemma.

Remark 6.1. In fact one can tighten the analysis by
the observation that all we need to consider is just
one non-zero coefficient and its monomial in case the
polynomial is not identically zero. This way we get rid
of a factor of m.

This Remark and the Lemma above helps establish
the following Theorem which lower bounds the value of
t.

Theorem 6.1. There is a constant c > 0 such that the
algorithm works correctly if

t > c · (mn log(d + 1) + H).

As a Corollary we get Theorem 3.1.

6.2 A Number Theoretic Remark It is a result
of Adelman, Pomerance and Rumely that there are
infinitely many numbers m such that, the number of
divisors of it of the form p− 1, where p is some prime is
of the order exp(c log m log log m). This means that the
least common multiples of these divisors coming from
these primes is very small.

A direct Corollary of Linnik’s Theorem which seems
to lie at the heart of our algorithm is the following
number theoretic fact:

Corollary 6.1. For any t ≥ 1, there is a constant
q and a set of primes {p1, . . . , pt}, such that the least
common multiple of the numbers {p1 − 1, . . . , pt − 1} ≥
qt.

It will be interesting to find other applications of
this Corollary.
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