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Abstract—Generic singularities can provide position-independent information about the qualitative shape of surfaces. We determine the singularities of the principal direction fields of a surface (its umbilic points) from a computation of the index of the fields. We present examples both for 3-D synthetic images to which noise has been added and for clinical magnetic resonance (MR) images.
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I. INTRODUCTION

THE ACCURACY of structure estimated from images is necessarily guided by the demands of the eventual application. For description or identification of objects, qualitative but stable features can be more important than the precision required for quantitative analysis. In this paper, we present steps toward such a qualitative description by providing a computational method for the determination of umbilic points (second derivative singularities) of surfaces. In a companion article [2], we showed that the initial estimation of smooth differential structure from 3-D (e.g., magnetic resonance) images was sensitive to noise and, hence, required a subsequent refinement procedure to yield robust results. Here, we show that such a refinement is a required prerequisite for the reliable determination of singularities of the differential structure as well.

The critical points of a function are those points of its domain where the first derivative is zero. Although defined by the first derivative, critical points are characterized by second derivative properties; they are extrema (minima, maxima) or inflexion (saddle) points, depending on whether the Hessian matrix is positive definite, negative definite, or indefinite, respectively. Furthermore, critical points whose Hessian has a nonvanishing determinant are generic. Intuitively, this means that they are stable since a small perturbation of the surface in the region of the point yields a surface with qualitatively similar critical points. Points with zero determinant are unstable since small perturbations of the surface change the nature of the critical points. A simple example of stable and unstable critical points of functions is given in Fig. 1.

It is clear that critical points of functions depend on the coordinate system in which the functions are described (see Fig. 1(c)). Critical points of the derivatives of functions, however, do not depend on the embedding. Such second derivative properties can thus be more useful for orientation-independent descriptions. Two types of second derivative critical points of surfaces are parabolic points, which are those zeros of Gaussian curvature (critical points of the Gauss map) that appear on smooth surfaces between regions of elliptic and hyperbolic points [3], and umbilic points, which are the singularities of the direction fields. In this paper, we discuss only umbilic points. We show that the straightforward mathematical definition of umbilics as points with equal principal curvatures does not translate well into a computational procedure—point properties are by themselves insufficient—but that an algorithm can be developed from analysis of the direction fields over local neighborhoods, i.e.,
from the computation of the index of the field. Umbilic points, considered as singularities of the principal direction fields, thus provide a link between local differential and global topological properties of surfaces (recall that by the Poincaré-Hopf index theorem [4], the sum of the indices of a smooth vector field with only isolated singularities on a compact oriented surface equals the Euler characteristic of the surface). It is just such qualitative but stable properties that are emerging as fundamental to the robust description of surfaces [5].

Umbilic points of surfaces are of theoretical interest since the computation of lines of curvature by integrating the principal direction fields becomes complicated at those singularities. In addition, we believe that they are also of more direct interest as generic features that may be useful for matching surfaces.
of objects. For example, we are currently investigating their application to matching 3-D magnetic resonance (MR) images taken from different views and for matching individual patient data with an atlas of standard structures.

In the next section, we provide a summary of related work. Section III-B.3 discusses briefly the computation of local differential information and the refinement methods necessary to ensure robustness of the derived structures. Mathematical preliminaries concerning the characterization of umbilics are in Section III-A, although we assume familiarity with the notions of principal curvatures and directions. Section III-B presents the determination of umbilic points by computation of the index of the direction fields and gives examples of the application of our methods to both synthetic images degraded by noise and to clinical MR images.

II. RELATED WORK

Work related directly to that which we present here comes mostly from the analysis of rangefinder images, where the image can be considered as a bivariate function $I: U \subset \mathbb{R}^2 \rightarrow \mathbb{R}$, and object surfaces are already explicit in the form of the data. Surfaces in 3-D scanner images are one step removed since their trace points are only given implicitly and must first be extracted from the embedding 3-space.

Haralick et al. [6] are concerned with the determination of stable singularities of the first derivative of bivariate functions. Such analysis says little about the intrinsic shape of objects as it depends on the situation of the objects in space (see also Nackman [7]).

Besl and Jain [8] provide an introduction to the differential geometry of surfaces and especially their second derivative properties; however, they express some doubts as to the feasibility of the stable computation of principal direction fields in real images and do not deal with singularities.

Koenderink and van Doorn [9] talk about Gaussian curvature zero crossings (parabolic lines) that separate elliptic and hyperbolic regions. Principal curvatures and directions have been recognized (by Faugeras and Hebert [10] among others) as important for shape analysis.

Brady et al. [11] determine second derivative properties and determine regions of umbilic points (in highly symmetric fabricated objects) but restrict their attention to certain isolated lines on surfaces, e.g., lines of curvature that are also planar. In

1. The roots of this approach can be traced at least back to Maxwell [16].
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points that are generic, that is, stable to small perturbations of the surface.

Such generic umbilic surface singularities can be classified according to different criteria [15], of which two are of interest to us here (see Fig. 3):

1) By the configuration of the lines of curvature in the neighborhood of the umbilic: star, lemon, monstar

2) by the index of the umbilic: \( \pm 1/2 \). The index of a direction field at a point is \( 1/2 \pi \int_0^{2\pi} \psi(\tau) d\tau \), where \( \psi(\tau) \) is the angle between the direction of the field and some fixed direction, and the integral is taken over a small counterclockwise circuit about the point.

Fig. 5. Recovery of umbilics on the surface of an ellipsoid degraded by zero mean Gaussian noise with a variance of 0.33 added to both the tangent plane locations and orientations: (a) Orientation of the noisy tangent planes is indicated by the shading; the light source is from the lower right; (b) initial estimates of one of the principal direction fields; (c), (d) principal direction field after three and six refinement iterations. The superimposed circles show the circuit for the index computation around two umbilic points with index \(+1/2\); (e), (f) three and six iterations over the other principal direction field. The hidden side has a similar structure, yielding an estimate of four lemon umbilics (see Fig. 195 of 3); (g) estimation of the index from the initial fields of (b); (h) umbilics recovered from (f); white indicates index \(+1/2\); grey is index zero. No attempt has been made to further localize "the" umbilic, e.g., by shrinking the region of white points.

Star umbilics have index \(-1/2\), and the other types have index \(+1/2\).

**B. Computation**

The characterization of umbilics presents the same practical difficulties for implementation, as did their definition as points with equal principal curvatures. The classification follows from formulae using the cubic coefficients of (1) [15]. For example, the index could be computed directly from the discriminant

\[
\alpha \gamma - \gamma^2 + \beta \delta - \beta^2 \begin{cases} 
> 0, & \text{then index } = + \frac{1}{2} \\
< 0, & \text{then index } = - \frac{1}{2}
\end{cases}
\]  

(2)
provided that we are certain that the discriminant is actually being computed at an umbilic. Since nonumbilics have vanishing index, the discriminant at nonumbilics is zero—but what is exactly zero in applications? The solution is to compute the index by taking into account the local structure of the direction fields. As we show below, in addition to classification, this permits identification of umbilics in a more robust fashion than does simply thresholding the principal curvatures.

1) Principal Frame Fields: Our aim is to infer from 3-D images the direction field singularities over estimated surface trace points, and in this section, we briefly sketch our method for obtaining the direction field estimates themselves (see [2] for a more complete treatment). A frame at surface point \( P \) is a 4-tuple \( \xi_P = (P, \vec{e}_1, \vec{e}_2, \vec{e}_3) \in \mathbb{R}^{4 \times 3} \), where the three vectors \( \vec{e}_1, \vec{e}_2, \vec{e}_3 \) form a right-handed orthonormal system, and a frame field is a smooth mapping of a frame to each surface point. The principal direction fields are then composed of frames where \( \vec{e}_1, \vec{e}_2 \) are principal directions, \( \vec{e}_3 \) is the surface normal, and the normal curvatures \( \kappa_1, \kappa_2 \) of the surface at \( P \) are associated with the directions \( \vec{e}_1, \vec{e}_2 \), respectively. We call this the principal frame field. In the application, we estimate an initial principal frame field from local (quadricon) surface models fit at putative trace points (estimated by a 3-D gradient operator).

2) Index Computation: The principal frame field gives a net of two orthogonal principal direction fields on the surface. At “most” points, each field will be locally smooth, but at umbilics, the normal surface curvatures are equal in all directions, and hence, no distinguished principal directions exist. The index of the direction field at \( P \) is, informally, the total number of counterclockwise rotations that a direction vector undergoes in a small counterclockwise circuit about \( P \) (see Fig. 4). Thus, the implementation of the definition of the index provides an alternative to computation of the discriminant (see (2)). Let \( (r, \theta) \) be the polar coordinates of a point on the circuit of fixed radius\(^3\) \( r \) centered at \( P \) and w.r.t. some fixed direction. Then

\[
\begin{align*}
\theta^* &:= 0 \\
\psi^* &:= 0 \\
do &
\psi := \psi + \Delta \psi (r, \theta + \Delta \theta) \\
\theta := \theta + \Delta \theta
\end{align*}
\]

\(^3\)All examples use circuit diameter \( 2r = 7 \).

Fig. 5. (continued)

until \( \theta \geq 2\pi \)

\[
\text{index} := \frac{\theta}{2\pi}
\]

where

- \( \Delta \theta \) is the incremental angle of the counterclockwise circuit.
- \( \psi (r, \theta) \) is the angle of the direction field at circuit point \( (r, \theta) \) with respect to the fixed direction; hence, \( \Delta \psi (r, \theta + \Delta \theta) \) is the change in the field direction for the incremental step around the circuit from \( (r, \theta) \) to \( (r, \theta + \Delta \theta) \).
- \( \psi \) is the cumulative change of the field direction w.r.t. the direction of the field at the initial point of the circuit.

The computations are simplified by pulling the field back onto the tangent plane of the point and computing the circuit there (which does not alter the qualitative character of the field [4]). Computation of the index over a local neighborhood provides a conclusive test for umbilics—if the index is zero, no umbilic is present. However, as shown by the results, noise in the principal frame fields can also affect this (semi-) local computation; in the following section, we therefore suggest a refinement process for locally estimated principal direction fields.

3) Refinement of Principal Frame Fields: Given an imperfect estimate of principal frames of the surface \( \mathcal{S} \), how is a better estimate made? The answer can be phrased within the calculus of variations: set up an appropriate global objective functional \( \Phi : \Sigma \to \mathbb{R} \) over the space \( \Sigma \) of possible frame fields of \( \mathcal{S} \), which will be minimized by the principal frame field. We implement such a minimization as an iterative constraint satisfaction algorithm, where the local information at \( P \) (its estimated principal curvatures and principal frame) is subject to smoothness constraints applied by the estimated structure at neighboring surface points \( Q_\alpha \) as follows:

\[
i := 0
\]

\[
do /* iteration step */
\[
i := i + 1
\]

\[
\text{for all } P \in \mathcal{S}
\]

determine appropriate neighborhood of \( P \)

\[
\text{for all } Q_\alpha \in \text{neighborhood}
\]

compute a new principal frame \( \xi'_P \) at \( P \)

end

\[
\text{compute the new frame } \xi'_P \text{ at } P, \text{ which minimizes}
\]

\[
R(\xi_P, \{\xi'_P\}_\alpha)
\]
end
until $\Phi\left(\{\xi_P^{i-1}\}_{P \in S}\right) - \Phi\left(\{\xi_P^i\}_{P \in S}\right) \approx 0$.

At iteration step $i$ for each surface point $P$, the algorithm minimizes a local functional $R(\xi_P, \{\xi_{PQ}\}_{Q})$ of the mismatch (i.e., maximizes the consistency) between the new principal frame $\xi_P$ at $P$ and the frames of the supporting neighborhood by computing $\xi_P$ to be the “best fit” frame determined by its neighbors $Q$. Specifically, each neighborhood point $Q$ determines a frame $\xi_{PQ}$ at $P$ from its own local information, and the new frame $\xi_P$ at $P$ then becomes the least mean square error fit to $\{\xi_{PQ}\}_{Q}$. Note that consistency here involves relations between information at the same level among neighboring points; curvature information is determined from supporting curvature information rather than from tangent information as for the second derivative, for example. One iteration step over all the points of $S$ then results in $\{\xi_P^i\}_{P \in S}$, which is better in the sense of being a locally more consistent principal direction field over the surface.

Thus, the global functional $\Phi\left(\{\xi_P\}_{P \in S}\right) = \sum_P \sum_{Q} R(\xi_P, \{\xi_{PQ}\}_{Q}) \geq 0$ depends on the consistency of the local information at each $P$ with the local information over a neighborhood of supporting points. Increasing constraint satisfaction at each $P$ thus leads to decreasing $\Phi$, and when the total is small, the resultant field is a satisfactory estimate of the principal directions at each trace point. Finally, at iteration convergence, the computed local information can admit two complementary forms of grouping [2]: 1) integration of the estimated principal directions into lines of curvature and 2) grouping of points into patches with qualitatively similar Gaussian and mean curvature type.
IV. RESULTS

Figs. 5–7 show that the local information refinement methods are necessary for the effective recovery of the differential structure in the neighborhood of isolated singularities. Further, they demonstrate the need for such refinement procedures for the computation of the direction field singularities (umbilic points) in noisy and real images.

Fig. 5 shows the correctness of the algorithm on a (sampled) smooth compact surface (an ellipsoid), whose tangent planes have been degraded by the addition of i.i.d. Gaussian noise (to both their position and orientation). Theoretically, the ellipsoid possesses four lemon umbilics (for a total index of 2, which is equal to its Euler characteristic), and all four are qualitatively recovered. We show all points with their indices computed by the algorithm of the previous section; we have made no attempt to localize “the” umbilic point within the region. Observe in (g) and (h) that it is only after refinement of the direction fields that the index computation is meaningful.

An umbilic of star type is estimated in Fig. 6 over a noisy surface patch. Notice again that local information refinement is necessary to even estimate locations of possible umbilic points. The example also shows that the algorithm does not smooth singularities off the edges of the surface patch.

The final example (Fig. 7) shows the index computation in the clinical MR image in the region of the bridge of the nose. Note the approximate symmetry between the umbilics found in the left and right halves separated by the nose. As with the synthetic images, the index computation is meaningful only once a certain coherence has been established in the direction fields by means of the refinement operations of the previous section.

V. CONCLUSIONS

Umbilic points are of interest for two reasons. First, as singularities of the principal direction fields, they will cause
Fig. 7. Refinement of the principal direction fields around umbilic points in the face region of the magnetic resonance image:
(a) Shading indicates orientation of the tangent planes—the light source is at the right; (b) initial estimates of one of the principal
direction fields; (c), (d) both direction fields after six iterations (b) and (d) are the same field). The circles indicate circuits of
the index computation algorithm around three singular points: (c), (f) index computations over the initial and the refined fields,
respectively. Black points indicate star umbilics (with index ~1/2), and white points are lemons (with index ~1/2). Note that the
index computations are approximately symmetric between the left and right halves.

difficulties for integrating the fields into lines of curvature. Knowing that umbilics are present alerts the integrator that
special action may be needed, e.g., switching from directions associated with one principal curvature to directions associated
with the other. Second, they provide distinguished surface features that are generic in the sense of being stable to small
surface perturbations.

In this paper, we have argued that computation of umbilic points is unreliable from their original mathematical definition
since this is based on thresholding the principal curvatures. Consideration of the umbilic points as singularities of the
principal direction fields leads to the notion of index, which is computed over finite neighborhoods and serves to detect and
characterize umbilics.

We have presented examples showing the detection and classification of umbilics that demonstrate the robustness of
our method in the presence of noise.

We are currently further investigating umbilic points within a whole family of possible surface singularities, including
parabolic lines, focal surfaces, ridge lines, etc. We are also interested in determining how accurately our methods serve
to estimate such singularities from realistic (noisy) data in the applications of these generic features to segmentation and
matching problems.
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