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Iterative (Turbo) Soft Interference Cancellation
and Decoding for Coded CDMA

Xiaodong WangMember, IEEE,and H. Vincent PoorFellow, IEEE

Abstract—The presence of both multiple-access interference largely into two categories: linear detectors and nonlinear de-
(MAI) and intersymbol interference (ISI) constitutes a major im-  tectors. A linear detector is comprised of a linear filter applied
pediment to reliable communications in multipath code-division to the received signal, followed by a scalar quantizer. The

multiple-access (CDMA) channels. In this paper, an iterative i detect based pri i . techni
receiver structure is proposed for decoding multiuser informa- NonliN€ar detectors are based primarily on various techniques

tion data in a convolutionally coded asynchronous multipath for successive cancellation of interference.
DS-CDMA system. The receiver performs two successive soft- Most of the previous work on multiuser detection focused
output decisions, achieved by a soft-input soft-output (SISO) on uncoded CDMA systems, i.e., on the demodulation of
gmlt'user detector and a bank of single-user SISO channel ., i ,ser signals. Since in practice, most CDMA systems
ecoders, through an iterative process. At each iteration, extrinsic . . . .
information is extracted from detection and decoding stages €MPIOY error control coding and interleaving, recent work in
and is then used asa priori information in the next iteration, this area has addressed multiuser detection for coded CDMA
just as in Turbo decoding. Given the multipath CDMA chan- systems. In [6], it is shown that the optimal decoding scheme
nEIItmOdeléji direc:] implemerr:_tke)l_tti_on of a S'tidti_”g'V‘l’i”dOWIS'fo for an asynchronous convolutionally coded CDMA system
multiuser detector nas a pronipitive computational complexity. . . .
A low-complexity SISO mpultiuser detectgr is developeg basyed combines the trellises OT both the asynt:_hrohous mulltl-u.ser
on a novel nonlinear interference suppression technique, which detector and the convolutional code, resulting in a prohibitive
makes use of both soft interference cancellation and instantaneous computational complexity(2*), whereK is the number of
linear minimum mean-square error filtering. The properties of  users in the channel, andis the code constraint length. In
such a nonlinear interference suppressor are examined, and an (7] some low-complexity receivers which perform multiuser
efficient recursive implementation is derived. Simulation results . - . .
demonstrate that the proposed low-complexity iterative receiver Sympd detection and decoding either separately or jointly are
structure for interference suppression and decoding offers signif- studied.
icant performance gain over the traditional noniterative receiver Recently iterative (“Turbo”) processing techniques have
structure. Moreover, at high signal-to-noise ratio, the detrimental  received considerable attention followed by the discovery of
effects of MAI and ISl in the channel can almost be completely powerful Turbo codek, 3]. The so-called Turbo-principle
overcome by iterative processing, and single-user performance . . -
can be approached. can be successfl_JIIy applied to many deFectlon/def:od_lng prob-
_ o lems such as serial concatenated decoding, equalization, coded
Index Terms—Coded CDMA, instantaneous MMSE filtering, -y jation, multiuser detection and joint source and channel
multiuser detection, soft interference cancellation, Turbo process- . . L .
ing. decoding [9]. In particular, a Turbo equalization scheme is
proposed in [4] for convolutionally coded digital transmission
over intersymbol interference channel. More recently, in [11]
. INTRODUCTION an optimal iterative multiuser detector for synchronous coded
VER THE PAST decade, a significant amount of reCDMA system is derived, based on iterative techniques for
search has addressed various multiuser detection metfess-entropy minimization. A practical suboptimal implemen-
ods for interference suppression in code-division multipléation is also presented. The computational complexity of this
access (CDMA) communication systems [19]. The high cormethod, however, i£(2% + 2¥), which is still prohibitive
putational complexity of the optimal multiuser detectors (whidler channels with medium to large number of users. A similar
is exponential in terms of the number of users in the channgprk has also appeared in [16].
has motivated the study of a number of low-complexity subop- The presence of both multiple-access interference (MAI)
timal multiuser detectors. These low-complexity methods fadind intersymbol interference (ISI) constitutes a major im-
pediment to reliable CDMA communications in multipath
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Fig. 1. A coded CDMA system with iterative (Turbo) multiuser receiver.

convolutional channel decoder is described. In Section IV, The transmitted signal due to tti¢h user is given by
an exact SISO multiuser detector for synchronous CDMA

. . . . . M-1
channel is first derived; then a low-complexity approximate _ p p
SISO multiuser detector is developed, which is based on soft i (t) = A ; bi()si(t —iT) (1)

interference cancellation and linear minimum mean-square
error (MMSE) filtering. In Section V, the exact as well as avhere M is the number of data symbols per user per frame,
low-complexity approximate sliding-window SISO multiusefl” is the symbol interval, andi; and {s;(¢);0 < ¢ < T}
detectors are developed for multipath CDMA channels. Segenote, respectively, the amplitude and normalized signaling
tion VI contains the conclusions. waveform of theith user. It is assumed thai(¢) is supported
only on the interval0, 7] and has unit energy. Thgh user’s
signal x;(t) propagates through a multipath channel with

Il. SYSTEM DESCRIPTION impulse response
A. Signal Model Sy
- >lgnat Mode _ a(®) = > gud(t —w) 2)
We consider a convolutionally coded CDMA system =0
with K users, employing normalized modulation waveforms

s1, $2,---, 5%, and signaling through respective mumpaﬂ){vhereLk is the numbgr of paths in thith user channel and
channels with additive white Gaussian noise. The blodkt @nd7w are, respectively, the complex gain and delay of the
diagram of the transmitter-end of such a system is shown #f} Path of thekth user's signal. At the receiver, the received
the upper half of Fig. 1. The binary information ddi,(m)} S'9nal due to théith user is then given by

for userk, k£ = 1,---, K, are convolutionally encoded with (t) = () * gu(t)

code rateRy. A code-bit interleaver is used to reduce the Yr k M_lgk o

influence of the error bursts at the input of each channel _ NN e

decoder. The interleaved code-bits of thth user are BPSK = A z; bi(®) ; gusk(t =il =) (3)

symbol mapped, yielding data symbols of duratin Each
data symboby(¢) is then modulated by a spreading wavefornwhere x denotes convolution. The received signal at the
sr(t), and transmitted through the multipath channel. receiver is the superposition of tl#€ users’ signals plus the
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additive white Gaussian noise, given by where the second equality will be shown in the next sec-
K tion [cf. (16)]. It is seen from (7) that the output of the
r(t) = Zyk(t) + on(t) (4) S))SO channel decode_:r is _the sum of the prior m_formatlon
Pt A [br(n)], and theextrinsic information Az [b;(n)] delivered

by the channel decoder. As will be seen in the next section,

where n(t) is a zero-mean complex white Gaussian noisgjs extrinsic information is the information about the code
process with unit power spectral density, arfds the variance pit 1, () gleaned from the prior information about the other

of the ambient channel noise. code bits, {\/[bx(m)]}mxzn, based on the trellis constraint
_ _ _ of the code. The SISO channel decoder also computes the
B. Iterative (Turbo) Multiuser Receiver Structure a posteriori LLR of every information bit, which is used to

The iterative (Turbo) receiver structure is shown in the lowépake decision on the decoded bit at the last iteration. After
half of Fig. 1. It consists of two stages: a SISO multiusépterleaving, the extrinsic information delivered by the
detector, followed byK parallel single-user SISO channechannel decodergz[by(i)]}/—, is then fed back to the SISO
decoders. The two stages are separated by deinterleavewdtiuser detector, as the prior information about the code
and interleavers. The SISO multiuser detector deliversathebits of all users, in the next iteration. Note that at the first
posteriori log-likelihood ratio (LLR) of a transmitted 1" iteration, the extrinsic informatiofA, [bx (¢)]} and{A2[bx(2)]}
and a transmitted-1” for every code bit of every user, are statistically independent. But subsequently since they use

) the same information indirectly, they will become more and
2 1o Ll0r(0) = +1 | T(t)]’ more correlated and finally the improvement through the
Plog(i) = -1 | r(t)] iterations will diminish.
k=1,---K; i=0,---,M—1. (5

Ay [br(3)]

Using Bayes'’ rule, (5) can be written as [ll. SISO CHANNEL DECODER
) p[r(t) | b (3) = +1] Pl (i) = +1] The input to thekth SISO channel decoder are thgriori
A1[bi ()] = log () [ bai) = =1] +log Plbn(i) = —1]'  LLR's (or equivalently, probability distributions) of the code
~ ~ - bits of thekth user. It delivers as output an update of the LLR'’s

M b (8] AZ (61 ()] of the code bits, as well as the LLR’s of the information bits,
(6) based on the code constraints. In this section, we outline a
procedure for computing the LLR’s of the information and

where the second term in (6), denoted fb(7)], represents code bits, which is essentially a slight modification of the

the a priori LLR of the code bithx(¢), which is computed by algorithm in [1]
the channel decoder of thih user in the previous iteration, Consider a bi.nary ratée convolutional encoder of overall
interleaved and then fed back to the SISO multiuser deteCt&r)'nstraint lengthor The input to the encoder at timeis
(The superscrip? indicates the quantity obtained from th he block d. — (d01 d"‘o) and the corresponding output
previous iteration). For the first iteration, assuming equallg b — (th--- bnto’) T7het State of the trellis at timé can
likely code bits, i.e., no prior information available, we the%e_trepresgnted tby '@C (v — 1)]tuple, ass, = (s!,---
have X[by.(i)] = 0, for 1 < k < K and0 < i < M. The . 1) o P Ovr e
first term in (6), denoted by, [bx(i)], represents thextrinsic >t ) = (di_y, -+, diy ). DenOIE the nput information
information delivered by the SISO multiuser detector, bas@¥> th/at cause the state transition irdin., = s’ 0 5; = s
on the received signalt), the structure of the multiuser signal y d(s', 5) and the correspondmg output code .b'tSl—be’ §).
given by (3) and (4), the prior information about the code biguppose that tge encoder s_tarts in stite= 0. An information

of all other users{\2[b;(j)], 1 # k,0 < j < M}, and the prior it stream{d, };_1, are the input to the encoder, foIIowc_ad by
information about the code bits of theh user other than the blocks of all zero inputs, causing the encoder to end in state
ath bit, {X5[bx(5)], 7 # ¢}. The extrinsic informationk, [by(¢)], Sr = 0, wherer = T+ Leth, denote the output of the
which is not influenced by tha priori information A [,,(¢)] CNannel encoder at time We use the notation

provided by the channel decoder, is then reverse interleaved Pb,(s,5)] I P, = b(s, )] @)
and fed into thekth user's channel decoder, as taeriori —HT —tET
information in the next iteration. Define the forward and backward recursions as follows [1]
Based on the prior information?[b;(n)], and the trellis
structure (i.e., code constraints) of the channel codefkthe «:(s) = Zat_l(s')P[Qt(s',s)], t=1,2,---,7 9)
user's SISO channel decoder computes ahgosteriori LLR s
of each code bit Bi(s) = ZﬁH—l(S/)P[QH—l(Sa N, t=1—17-2---.0
Aalb(n) ’ (10)
2, Plbp(n) = +1| {)\f[bk(n)]}i{:;l;decoding]
=g M—-1 ) with boundary conditionsy,(0) = 1, ao(s # 0) = 0; and
—_ _ p . . ) ’
Plog(n) = =1 {X] [bx(n)]},,_, ; decoding] B3-(0) =1, B,(s # 0) = 0. In (9) the summation is over all

k
= A2[br(n)] + AL [br(n)], the statess’ where the transitiorfs’, s) is possible. Similarly
k=1,---,K; n=0,---,M—1 (7) for the summation in (10).
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A direct implementation of the recursions (9) and (10) ief ¢. It is seen from (16) that the output of the SISO channel
numerically unstable, since both (s) and 3,(s) drop toward decoder is the sum of the prior informatiod[b;] provided
zero exponentially. In order to obtain a numerically stabley the SISO multiuser detector, and the extrinsic information
algorithm, these quantities must be scaled as the computaft{]. The extrinsic information is the information about the
tion proceeds. Lety(s) denote the scaled version of(s). code bitd] gleaned from the prior information about the other
Initially, «4(s) is computed according to (9), and we setode bits based on the trellis structure of the code.
a1(s) = a1(s), anddy = 1@ (s), with ¢; = 1/, du(s). We can also compute tha posteriori LLR of the infor-
For eacht > 2, we computed,(s) according to mation symbol bit. LetZ/ljr be the set of state pairg’, s)

such that thejth bit of the information symbofl(s’, s) is +1.
du(s) =D Gue1(s)P[(s, 9)]

(11)  Similarly define{;". Then we have

,. St Qi1 () - Bi(s) - T2y Pbi(s, 5)]
Ao [d{] =log . - — y .
21/{; au—1(8") - Bi(s) Hzil P[bi(s’, 3)]

17

de(s) = cre(s), With ¢ =1 / D als). (12

Now by a simple induction we obtaif;_;(s) = (HZ:{ i)
on—1(s) 2 Ci_10¢1(s). Thus we can writew;(s) as
iu(s) = L Ot i (P 9]
' 25 220 Cr1i 1 ($)P[by (57, 9)]

Note that the LLR’s of the information bits are only computed
at the last iteration. The information hit is then decoded
Oét(S) . Yo § j

. according tod] = sgn(As[d}]).
2 on(s) Finally, since the input to the SISO channel decoder is the
(13) LLR of the code bits,\[[b], as will be shown in the next

That is, eachu(s) is effectively scaled by the sum over allS€ction, the code bit distributioR[b}(s’, s)] can be expressed
states ofa,(s). in terms of its LLR as [cf. (27)]

Let 5.(s) denote the scaled version @ (s). Initially, P 1 P 1y
B-—1(s) is computed according to (10), and we Set 1 (s) = P[bt(s ’3)] D) 1+0'(s",s) taLnh<§)‘1 [bt]ﬂ (18)
B-_1(s). For eacht < 7 — 1, we computes,(s) according to

IV. SISO MULTIUSER DETECTORS

ksl = ZﬁtH(S/)P[@“(S’ ) (14) FOR SYNCHRONOUS CDMA
B(s) = e fh(s). (15) In this section, we focus on a special case of _the channel
~ ~ model (2), whereg,(t) = 6(¢), for k = 1,---, K, i.e., the

By induction, we can writef(s) as fi(s) = ([[;—,) synchronous CDMA system. The received (real-valued) signal
Bu(s) 2 Dufu(s). Let S be the set of state paifs’, s) such can then be written as
that thejth bit of the code symbob(s’, s) is +1. Similarly, K M-1
define §;". The a posteriori LLR of the code bits/ at the r(t) = ZAk Z bi(i)sp(t — i) +on(t)  (19)
output of the channel decoder is given by k=1 i=0

wheren(¢) is a zero-mean white Gaussian noise process with
unit power spectral density. For this synchronous case, it is
easily seen that a sufficient statistic for demodulatingthe

J o
A [bf] I log P[b% = +1 | decoding]
P[b} = —1] decoding]

st Q-1 Be(s) - T2, HER code bits of t users is given by thé& -vectory(:) whose
st ara(s) - fuls) - L PIU(S )] de bits of thel by thés y(i) wh
= log Yo ar1(s) - Bils) - 112, P[bi(s',5)] kth component is the output of a filter matchedstpin the
J N Py ¢th code bit interval, i.e.,
log Esj ar-1(s") - Be(s) Hi;éj [ (s 73)] A DT
S (s A(s) I _; PIi(s', 5)] k(i) = /T skt —iT)r(t)dt, k=1,---,K. (20)
o Pbl = +1] This sufficient vector(i) can be written as [19]
Pli=—1 y(i) = RAD(i) + on(s) (21)
Gy . . Plb
= log Zsf Gea(s) /f(s) H”‘é] [ ils ’S)] where R denotes the normalized cross-correlation matrix of
ES; df—l(sl) /1(8) Hi;éj P[bi(s’, 3)] the signal setsy, -, 5K [E]k,l = Pl é fOT Sk(t)sl(t) dt;
- ~ AL . . )
e A 2 diag(Ay,-, A); b)) = [bi(@), -, bi(i)]T; and
j n(t) ~ N(0,R) is a Gaussian noise vector, independent of
+ log P[bt = +1] (16) b(i)- In what follows we derive the exact as well as a low-
P[b{ = —1] complexity approximate SISO multiuser detector as the first
T stage of the Turbo multiuser receiver for the synchronous

where the last equality follows from the fact th@t_, D, =
[T1'Z: &-TI—, ¢ = I1;, « is a constant which is independenCDMA channel, as will be discussed in Section V.

CDMA channel. The key techniques developed in this section
can be generalized and applied to the more general multipath
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A. SISO Multiuser Detector where (25) follows from the fact thét € {41, —1}. The first
Denote term in (26) is also independent dfand will be cancelled in
LA (23). In (23) thea priori probabilities of the code bits can

By = be expressed in terms of their LLRX[b,(¢)], as follows.
{00, Ormrs 1, bpgrs -, i) 2 0y € {41, =115 #k}. Since My[b;(4)] = log% after some manipulations,

(22) we have forb; € {+1,—1},

Similarly define B,. From (21), the extrinsic information P[b;] gp[b,(i) =b,]
A1[by(4)] delivered by the SISO multiuser detector [cf. (6)] ’ ’
is shown in (23), at the bottom of the page, where we use

_exp(b;M[;(0)])
the notationP[b; ] = P[b;(i) = b;]. The summations in the =1 bETh
numerator (resp., denomlnator) in (23) are over all2ftet +eXp( 200, (0 )])
possible vector$ in B+ (resp., ;). We have (%b Mo[b; )
exp[—(y(i) — RAD)T R (y(0) — RAb)/(20%)] exp(——b Ap[ 10)) +exp(ijA§’[bj(i)])
= exp[~y(i)" B y(i)/(20%)] exp[~b" ARAb/(207)] ~cosh(28[0;(0)]) [1 + by tanh (2 X5[0,()])]
x exp[b” Ay(i)/o”]. (24) - 2 cosh (I XE[b;(i)])
Note that the first term in (24) is independenbaind therefore 1 1
will be cancelled in (23). The third term in (24) can be written =3 [1 +b; tanh(QAg[bj(i)]ﬂ 27
exp [b Ay(i ) /o ] where (27) follows from a similar derivation as that of (26).
Substituting (24), (26) and (27) into (23) we obtain (28), shown
=exp Z Ajy(D)bj /o ] at the bottom of the page. It is seen from (28) that the extrinsic
j=1 information A [bx(¢)] at the output of the SISO multiuser
K detector consists of two parts, the first term is the channel
= H exp [Ajyj(i)bj/f;?] value of the desired uset;y.(i)/0?, and the second term is
j=1 the information extracted from the other users’ channel values

{y;(¥)},2 as well as their prior informatiod\; [b;(¢)]}; 2.

1-b; - i i
4 i oxp < Aji()Jo )} (25) B. Low-Complexity SISO Multiuser Detector

It is clear from (28) that the computational complexity of the
Koy SISO multiuser detector is exponential in terms of the number
= {5 {exp< sy ()/o ) + eXP( Ajy;(i)/o )} of usersK, which is certainly prohibitive for channels with
jzlb medium to large number of users. In what follows we develop
b5 _ a low-complexity approximate SISO multiuser detector based
* 3 [ex < (i)l ) P < Ajyi(©)/o )} } on soft interference cancellation and linear MMSE filtering.
K 1) Soft Instantaneous MMSE Interference Cancellation/
= [Co < Ajy;(i)/o )} [1 +b; tanh(A;y;(¢)/0”)]  SuppressionBased on thea priori LLR of the code bits
1 of all users,{\5[b;(i)]}< =t provided by the SISO channel

(26) decoder from the previous stage, we first form soft estimates

o,
Il

S o5 |~ ~ RADTR i) ~ RAD/(20%)| T PO

(23)

Syes {exp{—QTM/@aQ)} T, 2ol + by tanh(A;y;(i) /o?)] {1+bj tanh(%)\g[bj(i)]ﬂ }

Syes: {exp [—QTM/(%?)} T, o [1+b; tanh(A;y;(3) /0?)] {m}j tanh(%)\g[bj(i)]ﬂ}
(28)

Mlba(i)] =22 o,
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of the code bits of all users as because
A
b; (i) = b; Plb; , . . .
o [;} 0 var{b;(i)} = E{b; ()} = [E{0; ()} = 1= ;)*. (38)
= > %[1 +b; tanh(%)\g[bj(i)]ﬂ Denote
bye{+1,-1} N
- tanh<5§’[bj(z)]>, j=1- K (29) Vali) = ACOVEQ('L) N Q%(;)}AT .
2 = Z Af[L = bi(0)7]e;e; + Aperci - (39)
where the second equality follows from (27). Define J#k
W) 2 () - br(d)], (30) Substituting (35) and (36) into (34) we get
TN
by(4) = b(4) — bk( )

e - wy(i) = [RV. <'>R+02R]‘1RA6
— [by(4), -, b 0.b L be@)F, (31 wii) = [BV,, x
[l() k— 1() k+l() IS()] ( ) :AkR [Vk()+O2R ] 1 (40)
whereg,, denotes ak-vector of all zeros, except for thth
element, which is 1. Thereforéy(i) is obtained fromb(i) sSupstituting (32) and (40) into (33), we obtain
by setting thekth element to zero. For each uskr a soft
interference cancellation is performed on the matched- f||te; ATV (0 21— R Ly(i)— A b (i 41
output (3) in (21), to obtain (D) = A [V ("B E (-4 0] (41)

Qk( i) gg() Eéﬁk(i) = RA[W(i) —ﬁk(i)]—i—aﬂ(i), Notice that the termR~'y(:) in (41) is the output of a

decorrelating multiuser filter. Next we consider some special
k=1,---,K. (32) .

cases of the output (7).
Such a soft interference cancellation scheme was first proposed) No prior information on the code bits of the interfering
in [8]. Next, in order to further suppress the residual interfer-  users: i.e. \5[b;(¢)] = 0. In this casep,, (i) = 0, and

ence iny, (), an instantaneous linear MMSE filter, (<) is V(i) = A% Then (41) becomes
applied tOyk( i), to obtain
o T 2 4—2y—1_ /-

(i) = w0 4, ), 33 Al =Aalitod D70 82
where the filterw, (i) € R¥ is chosen to minimize the mean- which is simply the output of the linear MMSE multiuser
square error between the code bi(:) and the filter output detector for uset.

2 (1), i.e., 2) Perfect prior information on the code bits of the in-
2 terfering users, i.e.\5[b;(¢)] = =oo. In this case,
wy,(¢) = arg min E{ |:bk(L) —gTyk(i)} } b (6) = [b1(8), -+, br_1 (4 ) 0, bg41(4),- -, bx(4)], and
WERK B V.(i) = Azgkgk Substltutmg this result into (40), we
. btain
= d E )T o
- 2wTE{bk(i)yk(i)} (34) wy (i) = AR <Ai§k§}‘f + 023‘1> o,
, Ay
where using (32), we have = W@k (43)
E{gk(i)gk( )t } RACOV{b( ) — by (i )}A_R+ o*R (35) The output of the soft instantaneous MMSE filter is then
B given by
— RAe (36) Zk(L) _wk( ) Uk( )
EATE Ak
and in (35) X to 7120 5,0
cov{b(i) = b (0)} = diag[var{bs (i)}, - - -, var{be_1 (i)}, 1, A,
var{by1 (i)}, car{bie (i)} = o7 | U0 = 2 Aiwibi(0)| - (44)
j#Ek

:diag[l LB 1~ B (1,
That is, in this case, the output of the soft instantaneous
1= bppr ()2, 1 — by (4)? MMSE filter is a scaled version of théth user's
matched filter output after ideal interference cancella-
(37) tion.
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3) In general, the prior information provided by the SISGrom (47) the extrinsic information delivered by the soft
channel decoder satisfigs < |A5[b;(4)]| < oo. The instantaneous MMSE filter is then
signal-to-interference-plus-noise ratio (SINR) at the soft o pla(i) | () = +1]

instantaneous MMSE filter output is defined as M[br(9)] = log plza(i) | br(d) = —1]
A2 B {a)} @) =P | [ + (O
SN = ey 9 ST T 240
DenoteSINR[~,(i)] as the output SINR when there is _ 2m@a(d) 2200 (50)
no prior information on the code bits of interfering users, Vi (4) 1 — ()

i.e., the SINR of the linear MMSE detector. Denote 3) Recursive Procedure for Computing Soft Outputis
also SINR[z(¢)] as the output SINR when there isseen from (50) that in order to form the extrinsic LINR[bz(¢)]
perfect prior information on the code bits of interferingat the soft instantaneous MMSE filter, we must first compute
users, i.e., the input signal-to-noise ratio (SNR) fog, (i) and (7). From (33) and (48) the computation af(¢)

the kth user, then it is shown in Appendix A that, ifand u(¢) involves inverting ak’ x K matrix, i.e.,

0 < |AS[b;(4)]] < o0, for 1 < j < K, then we have A o
SINR[4(i)] > SINR[4(i)] > SINR[()].  (46) 202 |V o &1
Note that iterative soft interference cancellation schemes fdext we outline a recursive procedure for computisg.

uncoded and coded CDMA systems are proposed in [13] apdfine g(o) = o?R, and

[16], respectively, where no MMSE filtering across the users . _1

is performed after the cancellation stage. The instantaneous 5 A _ ‘ -

MMSE filtering proposed here provides an efficient and accu- w® = <023 "+ ZAJZ[]' - bJ(Z)Q]QJQJT> ’

rate way of computing the extrinsic information (as discussed

next), which is vital to the Turbo multiuser receiver. k=1, K. (52)
2) Gaussian Approximation of Soft MMSE Filter Outputising the matrix inversion lemmal® can be computed

i=1

It is shown in [15] that the distribution of the residuakecursively as fork = 1,---, K
interference-plus-noise at the output of a linear MMSE mul- 1
tiuser detector is well approximated by a Gaussian distribution. T = gkt - T o1 *—1)
In what follows, we assume that the output of the soft AT =002+ [g ]kk
instantaneous MMSE filte;(¢) in (33) represents the output [ (k—1) } [ (k—1) r
) . ) . ) ) X |W el | ¥ C (53)
of an equivalent additive white Gaussian noise channel having
bi(¢) as its input symbol. This equivalent channel can be A D) |1 o L
represented as Denotel = W/, Using the definition oV () given by (39),
we can then computg,, from ¥ as follows. Fork = 1,---, K
2 (4) = pr () br(2) + e (3) (47) .
wherey (i) is the equivalent amplitude of thieh user’s signal () = |+ Aibk(i)QQkQﬂ
at the output, andy. (i) ~ N(0,27(:)) is a Gaussian noise 1 -
sample. Using (32) and (33), the parametexsi) and v (<) =¥-— [We,] [Wey] ™. (54)
can be computed as follows, where the expectation is taken [A"‘b"‘(l)] - [g] kk
with respect to the code bits of interfering usgig(¢)};< Next we examine the computational complexity of the
and the channel noise vecte(s). approximate SISO multiuser detector discussed in this section.
1 From the above discussion, it is seen that at each symbol time
pi (1) = E{z ()b (1)} = Apel [Zk(i) + 0—231} ¢, the dominant computation involved in computing the matrix
@,.(4), for k = 1,---, K, consists of(2K) K-vector outer
9 E{bk(i)é {Q(i) B ﬁk(i)} n bk(i)a@(i)} products, i.e./ outer products in.compbutingf’“) as in (53),
and K outer products in computin@,,(¢) as in (54). From
- . N -1 (48) and (50), in order to obtain the soft outpht[b:(¢)],
= Agey, |:Zk(l) +o0°R } ey we also need to compute the soft instantaneous MMSE filter
output z(¢), which by (41), is dominated by twé-vector
= A3 |:[Kk(i) + 023—1]—1} (48) inner products, i.e., one in computing thth user’'s decorre-
kk lating filter output, and another in computing the final¢).
V(i) = var{z(8)} = B{z(i)*} — pun(4)* Therefore, in computing the soft output of the approximate
- wk(i)E{gk(i)gk(i)T}wk(i) — p(4)? SISO multiuser detector, the dominant computatiam user
_ per symbolnvolves two K-vector outer products and twig-
= A%l {Kk(i) + 023—1} e — pu(i)? veptor inner pr(_)ducts. The toFaI computational comple>§ity of
this Turbo multiuser detector is then( K2 + 2¥), wherev is

= () — pr(0)?. (49) the code constraint length.
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4 users, equal power

~

Bit Error Rate

Fig. 2. Performance of the Turbo multiuser receiver that employs the exact SISO multiuser déteetot, p,; = 0.7. All users have equal power.

4 users, equal power

10

Bit Error Rate
a‘I
N

Eb/No (dB)

Fig. 3. Performance of the Turbo multiuser receiver that employs the approximate SISO multiuser diteetdr.p;; = 0.7. All users have equal power.

notation). Each user uses a different interleaver generated ran-
_ _ ) _ domly. The same set of interleavers is used for all simulations.
In this section, we present some simulation examples 10 ¢ piock size of the information bits for each user is 128.
lustrate the performance of the Turbo multiuser receiver in syn-girst we consider a four-user system with equal cross-
chronous CDMA systems. Of particular interest is the receivg@rrdaﬁonpw = 0.7, for 1 < 4,5 < 4. All the users have
that employs the low-complexity approximate SISO multiuséhe same power. In Fig. 2 the performance of the Turbo
detector. All users employ the same rage constraint length receiver that employs the exact SISO multiuser detector (28)
5 convolutional code (with generators 23, 35 in octék shown for the first 5 iterations. In Fig. 3, the performance

C. Simulation Results

V=
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4 ysers, 2 3dB strong users

Strong User Bit Error Rate

0 0.5 1 1.5 2 25 3 3.5 4 4.5
Strong User Eb/No (dB)

Fig. 4. Strong user performance under the Turbo multiuser receiver that employs the approximate SISO multiuser Metectbr.p;; = 0.7. Two
users are 3 dB stronger than the other two.

4 users, 2 3dB strong users

Weak User Bit Error Rate

0 0.5 1 15 2 2.5 3 35 4
Weak User Eb/No (dB)

Fig. 5. Weak user performance under the Turbo multiuser receiver that employs the approximate SISO multiuser Hetectér.p;; = 0.7. Two
users are 3 dB stronger than the other two.

of the Turbo receiver that employs the approximate SIS®1SO multiuser detector is small. Next we consider a near—far
multiuser detector is shown for the same channel. In easttuation, where there are two equal-power strong users and
of the these figures, the single-user performafige = 0) is two equal-power weak users. The strong users’ powers are 3
also shown. It is seen that the performance of both receivel8 above the weak users’. The user cross correlations remain
converges toward the single-user performance at high SNRe same. Figs. 4 and 5 show, respectively, the performance of
Moreover, the performance loss due to using the approximateong and weak users under the Turbo receiver that employs
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8 users, equal power

Bit Error Rate

0 05 1 15 2 25 3 35 4 45 5
Eb/No (dB)
Fig. 6. Performance of the Turbo multiuser receiver that employs the approximate SISO multiuser diteet8r.p;; = 0.7. All users have equal power.

the approximate SISO multiuser detectors. It is seen that inIn the direct-sequence spread-spectrum multiple-access for-
such a near—far situation, the weak users actually benafiat, the user signaling waveforms are of the form
from the strong interference whereas the strong users suffer

performance loss from the weak interference, a phenomenon fhlte ] ]
previously also observed in the optimal multiuser detector [18] sk(t) = Z a(Pt i), 0<t<T  (59)
and the multistage multiuser detector [17]. Note that with a =0

computational complexityD(2%), the exact SISO multiuser . . e INZT .
dete?:tor (28) is no{3 feasyi?)Ee fc))r practical implementation iWherEN is the ,proces'smg gamﬁc’“(‘y)}i:O IS a 3|gn§1ture
channels with medium to large number of uséfs whereas sequence ofi_ls assigned to thekth user, andy is a
the approximate SISO multiuser detector has a reasona'P)?em.""l'Zeql chip waveform of pluratloifc = T/N. 'The
complexity that can be easily implemented even for very Iarégce'ved signal due to thigh user in (3) can then be written as
K. Fig. 6 illustrates the performance of the Turbo receiver that M1 N1

employs the approximate SISO multiu_ser detectqr in a eight- ,, (+) = A, Z br.(4) Z a(Nan(t —iT — §T,)  (56)
user system. The user cross correlations are gjll= 0.7. —0

All users have the same power. Note that the performance

of such receiver after the first iteration corresponds to théhere

performance of a “traditional” noniterative receiver structure I

consisting of a linear MMSE multiuser detector followed & ~ A

parallel (goft) channel decoders. It is seen from these fiéures a(t) = vt x an(t) = ngﬂ/}(t k). ®7)
that at reasonably high SNR, the proposed low-complexity
iterative receiver offers significant performance gain over th2efine the discrete-time channel response for ktie user’s

i=0

=1

traditional noniterative receiver. signal as
T
V. SISO MULTIUSER DETECTOR FORMULTIPATH CHANNEL fu(m) = /0 Gi(t +mIe)p() dt
Ly T
A. Discrete-Time Signal Model = Z/O gatp(t — T +mI)p(t) dt. (58)
=1

In this section, we consider the SISO multiuser detectors
for multipath CDMA channel. First we derive a discreteWithout loss of generality, assume thal; < 72 < -+ <
time signal model for the multipath CDMA channel, whichrr, . Since the chip wavefornt(¢) is nonzero only or0, 7+.],
is instrumental in developing the SISO multiuser detectiof).(m) is nonzero only fol0 < m < [7xr, /7T.|. Furthermore,
algorithms. if the chip waveform«(¢) is a normalized rectangle pulse
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with duration”,, then we have By stacking. successive samples of the received data vector,
. we further define the following quantities:
.
(m+ D)T% — 7 A
fr(m) = ngl {T LT, <mi<(man)T.} A 7—(_L)
=1 r(i) = :
T — (m— 1)1, (4 _
+ %1[(77171)T6§7‘M <mT.} J_(L T 1) = Nexl
c rb(i — v+ 1)1
N A i
where the indicator functionq; is equal to one if evenf b(i) = :
is true and zero, otherwise. (i 40— 1) K(@e1)x1
Let {/x(m)} be the discrete-time composite signal wave- o oné)

form of the kth user, resulting from the convolution of the
original spreading sequende(m)} with the total channel ™ 0

response{ fi.(m)}, i.e.,

{h(m)} £ Afen(m)} + { fi(m)}. (59) g2

The length of the sequen

(1>

Ln (4 —i—lb - 1)] Nix1
rH(1—1) -~ H@©) - 0

cBu(m)} is (N + [rer, /1)) L o o Hie-1) - ﬂ@) NexK(2e-1)

A A
Denotevy = 1+ [[7xr, /T:]/N1, ande = maxi<k<i{w}.  Then (61) can be written in matrix form as

For 0 < i <, define anN

(1>

hl(LN)
H{(i) [ :
hl(iN + N — 1)

x K matrix
r(i) = Hb(3) + on(s). (62)

wheren(¢) is a complex Gaussian noise vector of dimension
N, n(z) ~ N.(0,I). Next we consider the exact as well as
an approximate sliding-window SISO multiuser detector based

hi(iN)

h[((iN—i—N— 1) Nx K

In order to convert the continuous-time received sigifa) N the discrete-time signal model (62).

into a discrete-time signal,

by a chip-matched filter and then sampled at the chip rate.
The resulting signal sample at thh chip interval of theth
symbol interval is given by

at the receiveft) is first filtered B Sjiding-Window SISO Multiuser Detector

A sliding-window multiuser detector makes decision on the
¢th multiuser code bit vectob(¢), based on the signai(s).

Denote By (i) £ {b(i) € {~1,+1} XD : (i) = +1}.

Lo [T . Similarly define B; (¢). The extrinsic |nformat|on>\1[bk( ]
(i) = /iTJrnT Yt =il =nle)dt, 0<n <N golvered by the exact sliding-window SISO multiuser detector
‘ (60) is given by (63), shown at the bottom of the page, where we
denote
Denote 7(4) 2 [ro(i) ry_1 (D], and b(s) 2 [by(i) (1) 2 R 1)
- br()]F. Then we can write [20] Y= -
= [y -+ )" o y@®" e ylit =17
r(1) = H(i) x b(i) + on(i ZH b(i — ) + on(d). - (64)
J= y)=[m(@) - wx®)], i—14+1<I<i+-1.
(61) (65)

wheren(i) is a complex Gaussian noise vector of dimensiofihe number of terms to be summed in the numerator (denom-

N, n(i) ~ N(0,1).

inator) of (63) is2X®~V-1 Similar to what is discussed

= log

ple() | buli) = +1]
M b =log ) = 1]
1, Zoeoes @ 1w() ~ /0% L 0 PO
Sren e~ FB@IE/TL 0 20 P O]
_ 1, Toioes: el [H0/o xR0} /o g sy P10
Soren P TEBI /o expBRIBET S ()0 Tl 0y m0n P O]
[
=

Zb(z)ezs* X

Ybest exp=[HDI? /o] 1 e[ + i (D) tanh(2y; (1) /o] [1 + b; (1) tanh (325 [b; (1)])]
T

DI—IHBI /] TT 1y w1y 1L+ b5(0) tana(2y;(1) /o) [L + b, (1) tamh (E A5 [0, (D)
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for the synchronous CDMA system, we next consider a As before, in order to form the LLR of the code bit
low-complexity approximate sliding-window SISO multiuseby (i), we approximate the soft instantaneous MMSE filter
detector, based on soft interference cancellation and instargatput z;(¢) in (70) as Gaussian distributed, i.e(i) ~
neous linear MMSE filtering. N (px()br(7), v2(4)). Conditioned on the code bi(:), the

C. Low-Complexity Sliding-Window SISO Multiuser Detector ¢ and variance of(i) are given respectively by

Based on thea priori LLR of the code bits of all users, ,, ;)
M), 1 < j < K,0< i< M-—1, provided by the
SISO channel decoder from the previous stage, we first form

E{z()be(6)}
= e/ HY[HAL(O)HT + 2T "YHE{b(:) — bi(4)}

soft estimates of the user code bigi) = tanh(1X5[b,(4)]). = b/ [HA(OHY + 0°T " hy, (75)
Denote V() £ varfza(i)} = (@I} — (i)
Wiy = (@) - be(@)]” (66) = wH E{ry(i)ri(i)H Ywy, — pi2
B(i)=[bi—c+ DT - MDY o bite— 1T = b [HA()H" + 01" hy, — pur(6)?
67) = () — p (). (76)
and Therefore the extrinsic informatioiy [b1(¢)] delivered by the
LA soft instantaneous MMSE filter is given by
bz (1) = b(é) — br(i)ex (68)
L e e s
wheree;, denotes dK (2. — 1)]-vector of all zeros, except for Ar[br(4)] = — i
the [(+ — 1)K + k]th element, which is 1. L ok .
At symbol time i, for each userk, a soft interference - 4§}%{“k2(’?zk(’)} - 4m{zk(z?}_ (77)
cancellation is performed on the received discrete-time signal Vi, (4) 1 — ()

r(i) in (62), to obtain The SINR at the soft instantaneous MMSE filter output is

ri(i) 2 r(i) — Hby(i) = Hb(i) — by(i)] + on(i), ~ 9ven by
~“ R - . s - 1 s - I’ _ M
An instantaneous linear MMSE filter is then appliedrid), var{Ria (@l 3730 /(i) -1
to obtain (78)
21(1) = wi () ey, (4) (70) It is easily seen that when no prior information on the users’

h he fil N e cMis ch nimize th code bits is availableA(i) = I, when perfect information
where the filterw,.(i) € IS chosen to minimize the mean-,, .t the code bits is availabla,. (i) = erei . As before, we

square error between the code bi(z) and the filter output yoy1eSTNR|,(7)] as the output SINR when there is no prior

2 (), i.e, information on the code bits of interfering users; and denote
wi (i) = arg min B{[|bx (i) — whe(0)]?} SINR|[z(¢)] as the output SINR when there is perfect prior
wCCN: information on the code bits of interfering users. In particular,
= arg Iéléll}hWHE{I‘k(i)I‘k(i)H}W when perfect information on code bits is available, we have
— wH E{bi(Dri ()} — E{bi(Ori()w  (71) _ by ||?
{br(D)ri(i)} — E{br()ra(i)} i) = bl (gt 4 0”1) "o = 2”+ﬁ|1|1 5 09
where , 7 »
NN N STINR[(i)] =~ — 2l (80)
E{ri(d)ri(2)" } = HAR(HH" + 0°1 (72) “k\Y)] = Vi) -1 o2
AN
E{[br()rr(4)]} = Hex = hy 73 —
{lr@ri@I} ok » (73) As expected, in this casBINR[z,(7)] is simply the input
and SNR of thekth user. In general, the prior information on the
A L multiuser code bits provided by the SISO channel decoders
Ak(i) = cov{b(i) - br(i) } satisfy 0 < |X5[b;(4)]| < oo. Then it is shown in Appendix
; L gy T2 L
Ay(i = 1) = diag[l —bi(i = )%, SINR[z,(i)] > SINR[z,(i)] > SINR[z(d)].  (81)

1-br(i—0?, =41, +(—-1)
AL . - o The major computation involved in computing the soft
Aul0) = diagll = ba ()7, -1 = ba (0)7 1, MMSE filter output is the matrix inversion®;(i) 2
1—brya (4)%, 1 = b (4)7)]. [HAL()HT + 52171, Since the matrixHA.(:)HY is
the sum of [K(2. — 1)] vector products, by applying the
matrix inversion lemma, we can compute this matrix inversion
wi(4) = [HAL()H? + o217 hy,. (74) recursively. A recursive procedure for computing this matrix

The solution to (71) is given by
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TABLE |
RecURsIVE PROCEDURE FORCOMPUTING @, (¢).[H(:, 1) DENOTES THE!-TH CoLumN oF H]. THE DOMINANT COMPUTATION IN THE ABOVE RECURSION
INCLUDES THE (2¢ — 1)K MATRIX—VECTORPRODUCTS AND THE (2¢ — 1) K’ VECTOR OUTER PRODUCTS IN (%), AS WELL AS THE ¥’
MATRIX—VECTORPRODUCTS AND /X' VECTOR OUTER PRODUCTS IN (%% ).THEREFORE IN COMPUTING THE SOFT OUTPUT OF THE

APPROXIMATE SLIDING-WINDOW SISO MULTIUSER DETECTOR THE DOMINANT COMPUTATION PER USER PERSYMBOL INVOLVES (2¢)
MATRIX—VECTORPRODUCTS (MATRIX DIMENSION: N¢ X N¢), AND (2¢) VECTOR OUTER PrODUCTS (VECTOR DIMENSION: N¢)

vO(G) 2 1/o?

for 1=1,2,---,(2t - 1)K

s() 2 [(I-1)modK]+1
5 2 U-1)/K]-(-1)
all) 2 [1-Buli- 80 + HG, DT REE) HG, 1)
O6) 2 (0214 They [1 - byli - 607 BC,OHEEDE)
= NG - de [0 HE, )] [0 HE D] (4)
end
T 2 w-1K(3G)

for k=12,---,K

i) E (-DE+k

) £ B+ H 5(k)H ¥ H(, 5(K)

Bu(i) = [T+ B2 HC () (k)]

= W - gl (W H(, 5(k))[¥ HC, (k) (%)
end
TABLE 1
SIMULATED MuLTiPATH CDMA SYSTEM
User # || Signature || Multipath delay (7¢) Multipath gain

k {ex(4)} Tk1 ] Tk2 I Tk3 9k1 Gk2 9k3
1 0101110 | 1.618 | 2.840 | 4.248 || —0.291 + 5 0.501 0.361 — 70.506 ; 0.528 — 7 0.008

1001110 || 3.402 | 5.335 | 6.239 || —0.578 — 70.057 | ~0.523 — 70.582 | 0.207 + 7 0.093

1000010 | 0.130 | 3.195 | 5.750 {| ~0.178 — 50.469 0.307 + 7 0.629 | 0.362 — 70.358

F= BRI [ o

1100000 || 2.470 | 3.113 | 4.308 0.712 4 5 0.529 1.290 + 7 0.219 | 0.669 — 5 0.922

inversion is outlined in Table 1. By employing this recursion{g;;} for each userk. The multipath delays are in terms of

in computing the soft output of the approximate slidingaumber of chip intervalg7.). The complex path gains for
window SISO multiuser detector, the dominant computatiasach user are normalized such that the composite signature
per user per symboinvolves (2:) matrix-vector products sequenceh,, satisfies||hy||/Ax = 1 [cf. (59)]. As before all
(matrix dimension:Ve x N¢), and(2¢) vector outer products users employ the same rajeconstraint length 5 convolutional
(vector dimension:N:). The total computational complexity code. Each user uses a different random interleaver. The same
of the Turbo multiuser detector is the(N?.? 4 2"), where set of interleavers is used for all simulations. The block size

v is the code constraint length. of the information bits for each user is 128. In the simulation,
. . the four user signals have equal power. The bit error rate
D. Simulation Results curves of users 1 and 2 are shown in Figs. 7 and 8. It is seen

In this section we illustrate the performance of the slidinghat significant performance gain is achieved by the proposed
window Turbo multiuser receiver that employs the approxiterative receiver structure compared with the noniterative
mate SISO multiuser detector in a multipath CDMA channelgceiver structure (i.e., linear MMSE demodulator followed by
We consider an asynchronous CDMA system with four use$sft channel decoder). Moreover, at high SNR, the detrimental
(K = 4). The user spreading sequences are derived from Gelfiects of the MAI and ISI in the channel can almost be
sequences of length sevé®y = 7), as used in [17]. The completely eliminated and single-user performance can be
multipath channel model is given by (2). The number of pattapproached. Note that similar performance gain by a Turbo
for each user is thred.;, = 3). In Table Il we list the signature equalizer in a single-user ISl channel has been previously
sequencec,(j)}, path delays{;} and complex path gains reported in [4].
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User 1

Bit Error Rate

Eb/No (dB)

Fig. 7. User 1 performance of the sliding-window Turbo multiuser receiver that employs the approximate SISO multiuser detector in a four-ahr multip

channel. All users have equal poweN = 7.

User 2

Bit Error Rate

-4

10 L

Eb/No (dB)

Fig. 8. User 2 performance of the sliding-window Turbo multiuser receiver that employs the approximate SISO multiuser detector in a four-ahr multip

rd

channel. All users have equal poweN = 7.

VI. CONCLUSION rate CDMA system, the MAI and the ISI constitute the

. o ) . . major impediment to the overall system performance. In

There is currently a significant interest in the design qf;ig paper, we have developed a low-complexity iterative

wide-band CDMA networks which would give users accesgceiver structure for decoding multiuser information data in

to data rates on the order of 1 to 10's of Mb/s [5], [14], 04 convolutionally coded asynchronous multipath DS-CDMA

even higher ATM (asynchronous transfer mode)-compatibdgstem. At each iteration, extrinsic information is extracted
rates for wireless multimedia applications [12]. In a highfrom detection and decoding stages and is then used as a priori
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information in the next iteration, just as in Turbo decoding. A < b; () <1, =1,

low-complexity SISO multiuser detector is developed based

on a novel nonlinear interference suppression technique, Whlc@ — P, =diag [Albl( j)?

makes use of both soft-interference cancellation and mstanta-
neous linear MMSE filtering. Simulation results demonstrate

that the proposed low-complexity Turbo multiuser receiver’s —

offers performance approaching that of the single-user channel
at high SNR.

APPENDIX A
PROOF OF (46)

First we have the following.

X, be the(K — 1) x (i — 1) matrix obtained fromX by
deleting thekth row andkth column. Denote alsg,, the kth
column of X with the kth entry z;, removed. Then we have

IEEE TRANSACTIONS ON COMMUNICATIONS, VOL. 47, NO. 7, JULY 1999

, K. It is easy to check that

[ Ai—lgk—l(i)Qa
AL b (D)2, AR bR (0)?] = 0,
0, = diag[A3[1 — b1 (4)?],- - Ak 1[1—bk ()7,
]

]
AZ [ = biega (7], AR L = bre(8)?]]
= 0. O

APPENDIX B
PROOF OF (81)

By (75) and (78), in order to show (81), it suffices to show
Fact: Let X be aK x K positive definite matrix. Denote that

—1 —1

[hehy! + 07T = [HAL(O)HT + 071]

[HHY + 0%1) "

Y

(88)

1 This is equivalent to [10]

(X e = (82)

Ty-—1.,. "~
L=z, Xy,

Proof: Since X, is a principle submatrix ofX, and X
is positive definite X, is also positive definite. Hencg,j1
exists.

Denote the above-mentioned partitioning of the symmetric
matrix X with respect to theith column and row byX = [1]
(Ak,xk,xkk) In the same way we partition its inverse 2
X! (Yk,uk,mk) Now from the fact thatX Y = I, it

[2]
follows that

(3]

Xpy, + ykrzy =0 (83)
Uy 2y, + vrn = 1. (84) M
Solving yxx. from (83) and (84), we obtain (82). o B

Using (48) and (49), by definition we have
(i)? °
a2

SINR|~ - . 85

=y = U -1

From (48) and (85) it is immediate that (46) is equivalent to 8]

[(Aepet +02B7) 7, > [(Vald) +0°B™H)

[9]
> (A% + "R e

(86)
Partition the three matrices above with respect to ke (0]
column andkth row to get(AZeiel +02R ) = (04, 04, ),
(Vai) + 0°R™Y) = (Pyp, ), and (4% + o2R ) =
(Q,.4,,7)- By (82), (86) is then equivalent to

[11]

[12]

0105 o > py Pitp, > 4, Q5 4, 87) p3
Sil’lCEA2 = E AJQGJGJ V(i) = Alepet —i—zﬁék [1— [14]
b;(1)]e;ef, we haveo, = P, = qk Therefore in order to [15]

show (87) |t suffices to shm@ L Q , which is
in turn equivalent toQ, > Dy - Ok [10] whereX - Y
means that the math Y is positive definite. Since by
assumption0 < [M5[b;(9)]] < oo, j = 1,---, K, therefore

[16]

which is true by the definitions al\,(¢) andhy,.

HHY 4 0’1 = HAL(O)H? +6°T = hyh + 0T &

HHY = HA())H? = h;hi
O
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