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TOPICS IN EMERGING TECHNOLOGIES

INTRODUCTION

Rapid adoption of wireless technology contin-
ues; coupled with the explosive growth of the
Internet, it is clear that there will be increas-
ing demand for wireless data services [1]. Traf-
fic on future wireless networks is expected to
be a mix of real-time traffic such as voice,
multimedia teleconferencing, and games, and
data traffic such as Web browsing, messaging,
and file transfers. All of these applications will
require widely varying and very diverse quality
of service (QoS) guarantees for the different
types of offered traffic, and we are now in the
early days of this eventual amalgamation. Var-
ious mechanisms have been proposed and
recently deployed to support data traffic over
wireless media. This has ranged from wireless
local area networks (WLANs), mainly based
on the IEEE 802.11b or HiperLAN standards,

to wireless wide area networks (WWANs)
where data services are supported in the 2.5-
generation (2.5G) and third-generation (3G)
cellular systems.

In this article we explore some key issues
likely to impact future cross-layer network
design. We begin with an overview of data ser-
vices over networks. We describe some funda-
mental differentiators between wireline and
wireless networks. We then consider the gains
that can be achieved by means of a cross-layer
approach for wireless network design, where
physical layer information is passed to the higher
layers, and discuss some of the standardization
efforts that are beginning to move toward this
integrated cross-layer approach. We finally con-
clude with a discussion of future research chal-
lenges.

NETWORK SERVICE TYPES
The Internet today consists of thousands of
access networks,  which vary in scale from
large wireline access networks, such as cam-
pus-wide area networks or Internet service
providers, supporting tens of thousands of
users, to smaller wireless access networks sup-
port ing tens to hundreds of  users .  These
access networks are interconnected by core
networks (e.g., AT&T, WorldCom, or Sprint
backbone networks) that support hundreds of
millions of users. All of these networks pri-
marily offer two types of services: guaranteed
and best effort.

In guaranteed service, the network provides
some sort of service guarantee to individual
users or groups of users. These guarantees are
often in the form of ensuring that the through-
put for a group of users is greater than some
minimum value or that the delay experienced is
smaller than some threshold. Often, the guaran-
tee is offered in a statistical sense (e.g. providing
a particular data rate x percent of the time).

In best effort service, the network makes no
promises. This service is typically used by elastic
traffic. Elastic traffic consists of traffic for which
users do not necessarily have any minimum
requirements, but would like to get as much data
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As the cellular and PCS world collides with
wireless LANs and Internet-based packet data,
new networking approaches will support the
integration of voice and data on the composite
infrastructure of cellular base stations and Eth-
ernet-based wireless access points. This article
highlights some of the past accomplishments and
promising research avenues for an important
topic in the creation of future wireless networks.
In this article we address the issue of cross-layer
networking, where the physical and MAC layer
knowledge of the wireless medium is shared with
higher layers, in order to provide efficient meth-
ods of allocating network resources and applica-
tions over the Internet. In essence, future
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matching” of the instantaneous radio channel
conditions and capacity needs with the traffic
and congestion conditions found over the pack-
et-based world of the Internet. Furthermore,
such matching will need to be coordinated with a
wide range of particular applications and user
expectations, making the topic of cross-layer net-
working increasingly important for the evolving
wireless buildout.
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through to their respective destinations as quick-
ly as possible. Individual user data flows react to
congestion in the network and adapt their trans-
mission rate with the aim of minimizing conges-
tion. Email service is often provided on a best
effort basis.

DIFFERENCES BETWEEN
WIRELINE AND

WIRELESS NETWORKS

Both wireless and wireline networks need to sup-
port the different network data service types
described in the previous section. The focus of
this article is on supporting such services over
wireless networks, and the gains that can be
accrued by cross-layer techniques which do away
with the firm boundary that currently exists
between the PHY and MAC layers, and the
higher layers of the network protocol stack.
Before studying mechanisms by which data ser-
vices can be supported over wireless networks,
we briefly describe the characteristics of wireless
systems. Based on limited frequency allocations
and channel considerations, wireless networks
have peculiarities that distinguish them from
conventional wireline networks.

•The wireless channel varies over time and
space and has short-term (or small-scale) memo-
ry due to multipath. These variations are caused
by either motion of the wireless device or
changes in the surrounding physical environ-
ment, and lead to detector errors. This causes
bursts of errors to occur during which packets
cannot be successfully transmitted on the link.
Small-scale channel variations due to fading are
such that states of different channels can asyn-
chronously switch from “good” to “bad” within a
few milliseconds and vice versa. Furthermore,
very strong forward error correction codes (i.e.,
very low rates) cannot be used to eliminate
errors because this technique leads to reduced
spectral efficiency.

•In addition to small-scale channel variations,
there are also spatio-temporal variations on a
much greater timescale [2]. Large-scale channel
variation means that the average channel state
condition depends on user locations and inter-
ference levels. Thus, due to small-scale and
large-scale changes in the channel, some users
may inherently demand more channel access
time than others based on their location or
mobile velocity, even if their data rate require-
ment is the same as or less than other users.

Later we discuss the implications of these
effects for supporting data services over wireless
networks.

CROSS-LAYER DESIGN FOR
SUPPORTING DATA SERVICES OVER

WIRELESS NETWORKS

In this section we explore the gains that can be
achieved by means of a cross-layer approach,
where physical layer information is passed to the
higher layers. We first consider supporting TCP

traffic over wireless links, and then consider sup-
porting data services in a multi-user wireless net-
work. We finally discuss deployment tools and
practical issues facing the buildout of access
points, based on network throughput require-
ments.

TCP OVER WIRELESS LINKS
The prevalent protocol for data transport over
the Internet is Transmission Control Protocol
(TCP). TCP is a connection-oriented end-to-end
data transfer protocol. It has two objectives:
• Reliable end-to-end transmission of data,

achieved by error or loss detection and
retransmission

• Congestion control over the Internet
Routers in the network indicate congestion by
dropping packets, which in turn causes the
source to adaptively decrease its sending rate.
Future deployment of  TCP is  expected to
include the Explicit Congestion Notification
(ECN) mechanism [3]  used to notify  the
receiver whenever congestion occurs in the
network. This mechanism works in the follow-
ing manner: included in a TCP packet’s head-
er is the ECN bit which is set to zero by the
source. If the router detects congestion, it will
set the ECN bit to one, and the packet is said
to be marked. The marked packet eventually
reaches the destination, which in turn informs
the source about the value of the mark (i.e.,
the ECN bit  value).  The source adapts its
transmission rate depending on the value of
the mark.

The current deployment of the TCP protocol
interprets all losses as being congestion related.
Whenever losses occur over a wireless channel,
the TCP source reacts to this as though it was
due to congestion and thus decreases the packet
transmission rate, causing loss in network
throughput. A solution that has been proposed
to mitigate this problem is to “smooth” the
channel by suitable coding and link layer auto-
matic repeat request (ARQ) at a faster
timescale than that of the TCP control loop [4]
(additional references available in [5]) so that
the wireless link ideally is perceived as a constant
channel, but with lower capacity. However, in
practice, there is still the problem that the TCP
sender may not be fully shielded from wireless
link losses. This can lead to the TCP congestion
control mechanism reacting to packet losses,
thus resulting in redundant retransmissions and
loss of throughput.

However, once ECN-enabled TCP is
deployed, where the ECN bit can be used to
mark packets to indicate congestion, there is a
means of differentiating between congestion
related loss and wireless channel related loss.
Thus, the channel need not be smoothed
because the ECN mechanism provides a means
of explicitly indicating congestion. In [6] it was
analytically shown that in a single user environ-
ment, if packets are marked based solely on
congestion information, there is no significant
degradation of TCP performance due to the
time varying nature of the wireless channel as
compared to wired networks. A similar idea
based on explicit loss notification has been dis-
cussed in [4], where simulations indicate
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improved wireless throughput performance.
Such an approach is an example where a cross-
layer view of physical layer information (channel
conditions) is used at the network layer to sig-
nificantly improve network-layer throughput
performance.

DATA OVER WIRELESS IN A
MULTI-USER CONTEXT

We now discuss various issues related to sup-
porting data services over cellular wireless net-
works. We illustrate how channel-state-
dependent techniques (cross-layer methods) can
lead to improved network throughput, and sur-
vey some of the current related research.

Consider a conventional cellular system
with a f ixed base station and a number of
mobile users. Data flows (packets) arrive from
the wired Internet to the cell base station and
are destined to the mobile users,  with the
packets for each user being queued temporari-
ly at  the base station (a separate queue is
maintained for each user). The objective of
the base station is to schedule these packets to
various mobiles in a timely manner. In this
section we restrict ourselves to just consider-
ing the forward link problem, where the direc-
tion of the data flow is from the base station
to the mobile user.

The earliest method used by the cellular
industry to send data to a mobile user on a
cellular network consisted of sending data
over a circuit-switched voice channel by means
of a modem, usually over a frequency/time-
division multiple access (FDMA/TDMA) net-
work. As data traffic is typically bursty, this
method has the disadvantage that when a user
is not transmitting data, the bandwidth on the
voice channel is wasted by the dedicated voice
channel.

A more efficient way to use cellular spec-
trum is to dedicate some bandwidth for data
transport and allocate this bandwidth in a
dynamic manner among various data users. For
instance, time could be divided into fixed-size
time slots and users allocated time slots dynam-
ically. The simplest scheduling algorithm is the
round-robin mechanism, where users are peri-

odically allocated slots irrespective of whether
there is data to be sent to a particular mobile
user. Note that this simple time-division multi-
plexing (TDM) scheme still leads to some wast-
ed bandwidth during inactivity. Furthermore, it
suffers from a more subtle problem: this
approach is independent of the channel state
(a channel-state-independent scheduling
mechanism).

The 3G wireless systems exploit a built-in
mechanism where the forward link channel state
information for each user is fed back to the base
station. Examples of such systems include high
data rate (HDR) versions of CDMA2000 [7] and
enhanced general packet radio service (EGPRS)
in the EDGE extension of GSM [2]. These
approaches are essentially time-division overlays
over the underlying physical layer protocol to
enable data traffic, and have the flexibility of
allowing smart scheduling mechanisms to
improve efficiency based on instantaneous user
demand and instantaneous channel states for
each user.

In CDMA2000 HDR, the channel state is
periodically measured by the user and fed back
to the base station once every 1.667 ms. As can
be shown easily by computing the Doppler fre-
quency of a mobile user at 2 GHz, this slot size
is short enough so that each user’s channel qual-
ity stays approximately constant within one time
slot. In each time slot, one user is scheduled for
transmission. Each user constantly reports to the
base station its “instantaneous” channel capacity
(i.e., the rate at which data can be transmitted if
this user is scheduled for transmission). In an
HDR system, a “good” scheduling algorithm
should take advantage of channel variations by
giving some form of priority to users with instan-
taneously better channels.

Multiuser Diversity Gain: A Simple Illustra-
tion — We illustrate the significant gains due to
channel-state-dependent scheduling algorithms
by means of a simple example. Consider a wire-
less system consisting of three users as in Fig. 1.
For this example, we consider access time to be
slotted, and the channels to be constant over a
time slot. For demonstration, let’s assume that
the channels are  either ON or OFF, equally
likely, and the channels are independent of each
user. Thus, in this system, there are eight possi-
ble (instantaneous) channel states for the three
independent users, ranging from (ON,ON,ON)
to (OFF,OFF,OFF).

When a user’s channel is ON, one packet can
be transmitted successfully to the mobile user
during the time slot. The system is assumed to
be a TDM system; thus, the base station can
transmit to only one user on each time slot. The
associated scheduling problem is to decide which
user is allowed access to the channel during each
particular time slot.

A naive scheduling rule would be to employ
the well-known round-robin mechanism. In such
a scheme, the users periodically are given access
to the channel, with each user getting 1/3 of the
slots over time. As the channel of each user is
equally likely to be ON or OFF in each time
slot, it follows that over time, on average, each
user will get a data rate of 1/6 packets/slot.

� Figure 1. Packet data flows arrive from the Internet to the base station. The
data is destined to mobile users and are temporarily buffered at the base sta-
tion. At each time t, the scheduler transmits to one of the mobile users based
on the channel state (X1(t)X2(t)X3(t)), with each component taking one of
two values: ON or OFF.
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On the other hand, suppose the base station
uses knowledge of the instantaneous channel
state. Then a simple policy would be to schedule
and transmit to a user whose channel is in the
ON state. If more than one user’s channel is in
the ON state, the scheduler could pick a user
randomly (equally likely) among those users
whose channels are ON, and send data to the
selected user. This simple example assumes that
all users have identical traffic demands. For the
case where some users have greater needs than
others, high-demand users would be assigned
channel access with greater likelihood.

We observe that this policy ensures that no
data is sent by the base station if and only if all
users’ channels are OFF (which occurs on aver-
age only 1/8 of the time). Thus, the total data
rate achieved by this state-dependent rule is 1 –
1/8 = 7/8 packets/slot. As this rule is symmetric
across users, it follows that on average, the data
rate per user is 7/24 packets/slot, which is almost
twice the throughput as the round-robin scheme
that provided 1/6 packets/slot. In addition, the
base station does not radiate power during bad
channel conditions, thereby decreasing interfer-
ence levels in the wireless network.

This gain achieved due to channel-state-
dependent scheduling is called the multi-user
diversity gain [8, 9]. This example illustrates the
significance of multi-user diversity gain in net-
work scheduling. However, a central question is
how to design online algorithms that achieve this
gain, while also supporting diverse quality of ser-
vice (QoS) requirements for various users for
realistic channel scenarios. While this problem is
not yet completely answered, there has been
extensive research on various aspects of this
problem. Some recent references include [9–16].
Additional references are available in [5].

Multi-User Gain with QoS — The previous
sections illustrate gains that can be accrued
based on cross-layer methods. In this section, we
discuss some of the important issues related to
multiuser gain and briefly survey related current
literature. In particular, some important issues
that will need to be addressed are:
• How can multiple real-time data users be

supported simultaneously with good QoS
for all real-time users, namely, with packet
delays not exceeding given thresholds with
high probability?

• How can a mixture of real-time and non-
real-time users be supported simultaneous-
ly, with real-time users receiving their
desired QoS and non-real-time users receiv-
ing the maximum possible throughput with-
out compromising the QoS requirements of
real-time users?

• How can bandwidth be fairly allocated
among various users, especially when some
users inherently demand more channel
access time than others, even if their data
rate requirement is the same or less than
those of others?
These vital questions have not been answered

fully, yet there has been extensive research on
various aspects of the above problems. Below,
we discuss some of the available results (also see
[5]).

In [10], optimal scheduling for a wireless sys-
tem consisting of N queues and a single server is
studied. The arrival processes to each of the
queues are assumed to be independent and iden-
tically distributed (i.i.d.) Bernoulli processes.
The channel perceived by each queue is also
assumed to be an i.i.d. ON-OFF Bernoulli pro-
cess. The authors show that the policy which
minimizes the total number of packets in the sys-
tem, in a stochastic ordering sense, is the one
that serves the user whose channel is ON and
has the longest queue length.

The authors in [8] were among the first to
study wireless scheduling in a multi-user context,
and explicitly characterize the multi-user diversity
gain. In [9] the author proposed a scheduling
rule called the proportionally fair rule, which
explicitly makes use of the channel state infor-
mation and also provides fair allocation of band-
width across users. In [12, 17], the authors show
that an online algorithm (the exponential rule)
can be designed that can stabilize the user
queues without explicit knowledge of the arrival
rates or channel statistics, and also discuss QoS
properties of such a rule.

In [18] the authors consider opportunistic
beamforming and multi-user scheduling based
on the proportional fair rule [9], and show that
significant gains can be accrued due to multi-
user diversity. In [14] researchers consider a util-
ity-based approach that addresses fairness with
multi-user gains. There has been recent research
on adaptively modifying the channel access time
for individual users on an opportunistic basis
depending on the “goodness” of user channels in
WLANs [16].

Supporting reverse link data services imposes
additional constraints due to the distributed
nature of mobile users. Some recent work on
supporting data services over the reverse link in
a distributed manner is available in [13].

RAPID DEPLOYMENT OF
WIRELESS NETWORK ACCESS POINTS

In today’s cellular/PCS networks, site deploy-
ment is conducted through computer-aided
modeling of propagation characteristics, as well
as anticipated user densities and corresponding
RF interference levels [2]. Except for some large
public WLAN systems, today’s WLAN deploy-
ments are made by IT professionals who are not
accustomed to RF/interference issues. For effi-
cient buildout for WLANs and 3G networks,
site-specific methods of determining locations of
access points and in situ throughput perfor-
mance measurement and management of wire-
less modems offer promise [19, 20]. However,
with so many different user classes and data rate
requirements, future deployment and layout
tools will need to “convert” from a wireless sys-
tem design mindset with a propagation emphasis
to a wireless network design mindset with a user
throughput or QoS emphasis. Early work shows
that there are some first-order effects that relate
well-known wireless propagation parameters,
such as signal-to-noise ratio (SNR) and signal-
to-interference ratio (SIR), to end-user network
parameters such as throughput and delay, inde-
pendent of modem manufacturer or user classes.
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Consider a multi-user network based on
802.11b access points. The upshot of Figs. 2 and
3 (see [19] for more details) is that with knowl-
edge of physical layer parameters, such as
received signal strength indication (RSSI) and
carrier-to-interference ratio (CIR), it is possible
to map these to network layer parameters such
as end-user throughput.

This breakthrough will provide network
deployment CAD software tools that IT profes-
sionals can use without knowledge of RF propa-
gation issues, while incorporating such vital data
in their deployment and management strategy.
SitePlanner and LANfielder are examples of
commercial deployment and measurement tools
that incorporate a network-centric approach to
wireless design [20].

Another key issue facing large-scale deploy-
ment of future wireless networks in and around
buildings is the need to track the location and
ongoing maintenance issues associated with the
installed wireless equipment. Often, installers
find it most desirable to hide the location of
access points and antennas within buildings,
primarily for aesthetic reasons, thereby making
it difficult to find such equipment when provid-
ing upgrades or repairs. Unlike the early cellu-
lar telephone industry, where tall towers were
easy to identify by sight, the wireless networks
of the future will be hidden, “embedded” with-
in buildings and campuses, much like building
wiring, itself. There are products available
today (e.g., those in [20]) that allow designers
and managers of wireless networks to handle all
engineering, maintenance, and cost accounting
details using simple CAD software. This
approach enables a wide range of staff (e.g.,
building owners, integrators, and vendors) to
electronically share “as-built” design and mea-
surement information that includes visual

details of the location of network infrastructure
within buildings. This same data may be easily
ported to handheld devices for use in the field
by maintenance personnel.

STANDARDIZATION STATUS FOR
CROSS-LAYER DESIGN AND

INTEROPERABILITY

As described earlier, wireless networks can be
implemented as WLANs or cellular/WWANs.
Coverage, mobility support, and throughput dif-
fer significantly between these network archi-
tectures, and there is no single system that
currently stands out as a single best solution to
mobile and nomadic users. The system perfor-
mance of future networks will be enhanced by
cross-layer design between PHY, MAC, and
higher-layer protocols, as discussed in earlier
sections. However, for a combination of ser-
vices and applications demanded by users in a
variety of environments, each wireless network
can provide an important piece in the large
mobile multimedia jigsaw puzzle. Standardiza-
tion efforts are in progress to integrate various
architectures.

The important co-design of physical layer,
MAC, and higher layers have been taken into
account in some of the latest standardization
issues. As discussed earlier, 3G standards such
as CDMA2000 have been designed with cross-
layer issues in mind. The data link control (DLC)
and PHY layer of Broadband Radio Access Net-
work (BRAN) HiperLAN2 have been designed
for high throughput, low latency, and QoS sup-
port [21]. The 2 ms MAC frame with logical
frame control channel, radio link control mecha-
nisms, and scheduling provides a layered
resource management. In the 3G Partnership
Project (3GPP), the enhancement High Speed
Downlink Packet Access (HSDPA) with hybrid
ARQ and scheduling at the base station have
been introduced for reduced latency. The impor-
tant topic of cross-layer design has recently been
considered in the Study Group on Mobile Broad-
band Wireless Access Networks (MBWA) within
IEEE, with the goal of improving throughput
and reduced latency in both downlink and
uplink.

INTEROPERABILITY BETWEEN
WLANS AND CELLULAR WWANS

Interoperability between standards of distinct
networks is crucial for both user adoption and
operator management in a widescale deployment
of products and services over wireless networks.
At the time of this writing, dozens of specialized
applications and network protocols are being
designed for dual use on IEEE 802.11a/b and
cellular/PCS networks [1]. End-user equipment
for multimode terminals (e.g., PDAs, Web
phones, and smart cards) are emerging in the
market.

Successful integration of existing and emerg-
ing wireless systems is a demanding task. Inher-
ently, several standardization and regulatory
bodies need to be involved, and the process is

� Figure 2. SIR vs. throughput for a 3COM WLAN 802.11b modem in an
indoor environment. Throughput was measured on a round-trip basis between
two nodes, using LANFielder to generate random messages with unprotected
UDP.
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made difficult by the status of each specifica-
tion process. A first WLAN/WWAN standard-
ization initiative was taken by the European
Telecommunications Standards Institute (ETSI)
BRAN project, which started the Universal
Mobile Telecommunications System (UMTS)
HiperLAN2 interworking specification work.
The scope has been generalized to include all
WLAN standards with a loose coupling refer-
ence architecture based on the Internet Engi-
neering Task Force (IETF) protocols. The
standardization work was adopted by 3GPP,
where a phased approach based on six scenar-
ios ranging from common billing and access
control toward seamless services has been
defined for future releases. A new Wireless
Interworking Group (WIG) was established in
2002 as a joint effort in the WLAN community
including ETSI BRAN, IEEE 802.11, and
MMAC HiSWANa. The scope of WIG is to
solve the interworking issues by defining an
interface behind the WLAN AP toward the IP
core network.

CONCLUSION AND FUTURE RESEARCH
This  art ic le  has attempted to provide an
overview of the cross-layer paradigm shift that
is beginning to take place as wireless commu-
nications evolves from a circuit-switched infra-
structure to a packet-based infrastructure.
The advantages of cross-layer networking
appear to be real,  and will  be increasingly
important as capacities offered through the
WLAN interface approach the level of capaci-
ty that can be handled over the Internet back-
bone. Based on our observations, it appears
that the following research areas are impor-
tant for successful buildout of future broad-
band wireless  networks.  By no means,
however, do we wish to suggest that these are
necessarily the best problems to solve; nor is
this listing meant to be exhaustive, but it does
provide one viewpoint of the technical chal-
lenges and emerging research areas that will
lead to new network implementations that
support the amalgamation of user services and
QoS requirements.

Fundamental Properties of Multi-User
Diversity: It has been shown that multi-user
diversity gains can substantially improve wire-
less network throughput. However, given differ-
ent types of QoS constraints, how does the
diversity gain grow with the number of users?
The answer to this question is of great rele-
vance from a practical perspective. The associ-
ated design problem would be to come up with
good algorithms that make use of multi-user
diversity gain. Finally, most of the studies so far
are confined to a single-cell scenario. Extending
these studies to the multicell case would be of
great interest.

Modeling Network Performance: Understand-
ing the properties of mixed traffic and service
types over wireless networks in practical propa-
gation environments will be crucial for deploying
and analyzing the performance characteristics of
future scheduling approaches and protocols.
Early progress has been made, but much more
work remains as the industry converts from a cir-

cuit switched approach to a packet network.
Creating models that translate actual channel
characteristics, such as path loss and interfer-
ence, into useful models at the network layer
and above, while benchmarking such models
with actual network field data will enable
scheduling and traffic techniques to be devel-
oped accurately and expeditiously. Adaptive con-
trol of wireless networks on a building-by-
building basis may also be needed to ensure
proper scheduling and utilization of capacity as
more access points and users are added in unli-
censed spectrum.

Design for Multicarrier Systems: Most down-
link scheduling algorithms today (for 3G wireless
systems) are for a single-carrier (e.g., shared
time-division) system. Emerging WLANs and
fourth-generation wireless systems are expected
to be based on a multicarrier scheme (OFDM)
with hundreds of carriers. In this scheduling and
cross-layer networking context, an interesting
area to explore is the design of good algorithms
with low complexity.
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Emerging WLANs

and fourth

generation

wireless systems

are expected to

be based on a

multi-carrier

scheme (OFDM)

with hundreds of

carriers. In this

scheduling and

cross-layer

networking

context, an

interesting area

to explore is the

design of good

algorithms with

low complexity.


