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Abstract—A recent trend in routing research is to avoid Despite much theoretical advance, an open question is how
inefficiencies in network-level routing by allowing hosts to either selfish routing performs in Internet-like environments. This is

choose routes themselvese(g, source routing) or use overlay ; ; ; ) ; ; ;
; ’ a challenging question, since today’s Internet is unique in the
routing networks (e.g, Detour or RON). Such approaches result . ging q y q
following respects.

in selfishrouting, because routing decisions are no longer based s ; .
on system-wide criteria but are instead designed to optimize host- ~ First, topologies and traffic demands of the Internet are not
based or overlay-based metrics. A series of theoretical results arbitrary but have certain structures. The worst-case results

showing that selfish routing can result in suboptimal system may not be applicable to realistic topologies and traffic de-
behavior have cast doubts on this approach. In this paper, we mands. A general open question vghether selfish routing

use a game-theoretic approach to investigate the performance Its i f in Int tlik . s,
of selfish routing in Internet-like environments, using realistic results in poor performance in Internet-like environmens, (

topologies and traffic demands in our simulations. We show that Under realistic network topologies and traffic demands)

in contrast to theoretical worst cases, selfish routing achieves Second, users in overlay networks do not have full flexibility
close to optimal average latency in such environments. However, in specifying their end-to-end paths. Due to limited availability
such performance benefit comes at the expense of S|gn|f|cantly0f source routing support in the routers, the path between

increased congestion on certain links. Moreover, the adaptive i twork nod is dictated by the Int t i
nature of selfish overlays can significantlyreducethee1‘1‘e(:tiveness"’1ny WO network nodes IS dictated by the Internet routing

of traffic engineering by making network traffic less predictable. ~Protocols, such as OSPF [27], MPLS [25], or BGP [36]. While
overlay networks provide another mechanism to enable users

to control their routes by relaying through overlay nodes,
the route between two overlay nodes is still governed by
| INTRODUCTION the underlying rputing protocol.' A natural questionhisw to
' model such selfish overlay routing and whether selfish overlay

For decades, it has been the responsibility of the network@ﬂing results in poor performance
route traffic. Recent studies [31], [38] have shown that there isThird, even if selfish overlaysi.€., overlays consisting of
inherent inefficiency in network-level routing from the user'selfish traffic) yield good performance, they can be deployed
perspective. In response to these observations, we have seegni gradually. As a result, background traffic and overlay
emergent trend to allow end hosts to choose routes themselyafic will interact with each other. We call such interactions
by using either source routing.g, Nimrod [8]) or overlay horizontal interactions An important question isow such
routing (.9, Detour [31] or RON [5]). These end-to-end routeselfish traffic affects the remaining traffic routed using the
selection schemes are shown to be effective in addressingtitional routing protocols A related question isvhether
some deficiencies in today’s IP routing. For example, measurgultiple overlays result in poor performance
ments [10], [31], [32] from the Detour project show that in the Fourth, the way in which selfish users choose their routes
Internet, a large percentage of flows can find better alternatiygn interact with traffic engineering. We call such interactions
paths by relaying among overlay nodes, thereby improviRgrtical interactions which can be viewed as the following
their performance. RON [5] also demonstrates the benefit i@drative process. First, ISPs adjust network-level routing ac-
overlay routing using real implementation and deployment. cording to traffic demands, using schemes in [6], [14], [15],

Such end-to-end route selection schemes are selfish [Bg], to minimize network cost Then selfish users adapt to
nature in that they allow end users to greedily select routesanges in the underlying default routes by choosing differ-
to optimize their own performance without considering thent overlay paths to optimize their end-to-end performance.
system-wide criteria. Recent theoretical results suggest thaSiaich adaptation changes traffic demands and triggers traffic
the worst case selfish routing can result in serious performanggjineering to readjust the default routes, which in turn makes
degradation due to lack of cooperation. In particular, Rougbelfish users adapt to new routes. Given the mismatch between
garden and Tardos prove that tpece of anarchy(i.e, the the objectives of selfish routing and traffic engineering, an
worst-case ratio between the total latency of selfish routing apgleresting question iwhether selfish routing interacts poorly
that of the global optimal) for selfish routing can be unboundegith traffic engineering
for general latency functions [30]. In this paper, we seek to answer the above questions through

. . . . . . extensive simulations. We take a game-theoretic approach to
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different from traditional selfish source routing in that (i) théunction such as M/M/1. In contrast to the theoretical studies,
route between any two overlay nodes is dictated by networbur study focuses on a practical setting, by using realistic
level routing, and (ii) different overlay links may share comnetwork topologies and traffic demands; different from the
mon physical links and therefore traditional algorithms tmeasurement studies, our study considers a more general
compute traffic equilibria do not apply. setting and investigates networks with a large amount of selfish
Second, we find that in contrast to theoretical worst casasaffic, under different network configurations (including both
selfish routing in Internet-like environments yields close tstatic and dynamic network controls).
optimal average latency, which can be much lower than thatAlthough the price of anarchy can be high in the worst-case,
of default network-level routing. This is true for both sourceome theoretical studies have also shown that the degradation
routing and overlay routing. Moreover, we show selfish routing less severe from some other perspectives. For example,
achieves good performance without hurting the traffic that Friedman shows that for “most” traffic rate vectors in a range,
using default network-level routing. the price of anarchy is lower than that of the worst cases [16].
Third, we show that the primary impact of selfish routingde also analyzes the effects of TCP rate adaptation in a
on Internet-like environments is the fundamental mismatgiarallel-link network and shows that the performance loss
between the objectives of selfish routing and traffic engineés- small. Roughgarden and Tardos [30] show (essentially)
ing. In particular, our results show that the low latency ahat the performance degradation due to selfish routing can
selfish routing is often achieved at the expense of increadsel compensated for by doubling the bandwidth on all links.
congestion on certain links. Moreover, the adaptive nature ldbwever, this is often not a practical option for the Internet
selfish routing makes traffic demands less predictable and eareast in the short-term.
significantly reduce the effectiveness of traffic engineering. There are also other ways in which end users can selfishly
The rest of the paper is organized as follows. In Section bptimize the performance of their traffic. For example, a user
we review related work. In Section Ill, we present our networan greedily inject traffic into a network. A number of papers
model. In Section IV, we specify the routing schemes wg.g, [2], [34]) consider such a congestion game. In practice,
evaluate; in Section V we present the algorithms we use itds possible to have a hybrid game that consists of a route
compute their traffic equilibria. In Section VI, we describe ouselection game and a congestion game, but we defer it to future
evaluation methodology. We study the performance of selfiglork.
source routing in Section VIl and that of selfish overlay routing
in Section VIII. In Section IX and Section X, we investigate I1l. NETWORK MODEL
horizontal and vertical interactions, respectively. We examine|p, this section, we describe our network model, especially
the impacts of multi-AS nature of the Internet on routingye network-level routing protocols. In the next section, we
performance in Section XI. We conclude in Section XIl.  gescribe the schemes of how traffic demands are routed
through the network. In Section VI, we describe the network

Il. RELATED WORK : ) .
] torpologles, traffic demands, and latency functions that we use
A number of recent studies have reported that network-leygl instantiate our network model.

routing is inefficient from the user’s perspective. For exampIE

hysical network: We study the performance of realistic
Savageet al. [32] use Internet measurements to show that th : : X
: . : g physical networks. We model a physical network as a directed
default routing path is often suboptimal in terms of latenc

. raphG = (V, E), whereV is the set of nodes, anfl the set
loss rate, and TCP _thro_ughpu_t. The suboptlmgl per_formar%edirected links. We assume that the latency of each physical
of network-level routing is inevitable due to routing hierarch

: . : Lo ink is a function of its load. The exact latency functions we
and policy [38], as well as different routing objectives useﬁge will be described in Section VI-C.

by network operators, whose goal is to avoid high utilization. N o
Moreover, stability problems with routing protocols, such d@émands: We partition network traffic into demands. A
BGP [36], could make things even worse. As a result, there H#@Mmand represents a given amount of traffic from a source
been a movement to give users more autonomy in choosffg@ destination. In particular, we identify a special type of
their routes by using source routing.g, Nimrod [8]) or over- demand, called infinitesimal demand. A coIIe_ctlon of infinitesi-
lay routing networks €.g, Detour [31], [32] and RON [5]). mal demands models a large aggregation of independent, small
Recently a series of theoretical results show that selfiignsactions such as web transactions, and the generator of
routing can result in extremely suboptimal performance @ch transaction makes an independent decision.
worst cases. The pioneering work in this area is by KouBverlays: An overlay consists of overlay nodes, directed
soupias and Papadimitriou [21], who compare the worst-ca®eerlay links, and a set of demands originated from the overlay
Nash equilibrium with a global optimal solution in minimizingnodes. The overlay nodes agree to forward each other’s traffic
network congestion in a two-node network. Roughgarden aatbng one or more overlay links. The physical route for an
Tardos are interested in a different performance metric overlay link is dictated by network-level routing and may
latency. In [30], they prove that the price of anarchye.( involve multiple physical links. Different overlay links may
the worst-case ratio between the average latency of a Nastare one or more physical links. The overlay nodes and
equilibrium and that of the global optimal) depends on thaverlay links form the overlay topology. To limit the parameter
“steepness” of the network latency functions. They shospace, we only consider tHally connectedoverlay topology
that the price of anarchy is unbounded for a general latenicy this work. That is, we assume there is an overlay link
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between every pair of overlay nodes. We plan to investigateSource routing: Source routing results in selfish routing,
the effects of different overlay topologies in our future worksince the source of the traffic makes an independent decision
Users: We assume that the network consists of a collecti@bout how the traffic should be routed. The selfish routing
of users. Each user decides how its traffic should be routégheme studied in most previous theoretical work is source
The objective of a user is to minimize the average latenéguting.

of its traffic. We choose to use latency as the optimization Optimal routing: Optimal routing refers téatencyoptimal
objective of selfish routing for the following reasons: 1) mangouting. It models a scenario where a single authority makes
applications such as short Web transfers and IP telephdhg routing decision for all the demands to minimize the
require low latency; 2) most previous theoretical analyses areerage latency.

based on latency, and one of the major objectives of this study

is to investigate whether the theoretical worst-case results

apply to Internet-like environments. We plan to investigate tt& Overlay routing

effects of alternative routing objectives.g, loss [3]) in our i i
The next two routing schemes are the overlay versions of

future work. i 4 onfimal i
. source routing and optimal routing.
Route controller: Besides users, we also have a route con- 9 P 9

troller, which controls the network-level routing in the physical O_verlay source routing: Overle}y source routing Is §elf|s_h.
network. (We use network-level routing and physical routin%u"ng 'Fhrough overlay nodes. Similar to source routing, it is
interchangeably in this paper.) We consider several types £ traffic source that (‘TonFroIs the routeg. )
network-level routing. We assume that the route controller Overiay optimal routing: Overlay optimal routing refers
uses a routing protocol based on either OSPF [27], whil® overlaylaten(_:yoptlmal routing. It models a scenario where.
uses shortest-path with equal-weight splitiing, or MPLS [25{'¢ demands in the overlay have complete cooperation in
which uses the more general multi-commodity flow routing"nimizing the average latency. S

« Hop-count OSPF routing, which assigns a unit weight fouting directly on the physical network. In particular, the

each physical link; physical route for an overlay link is dictated by network-level
« Random-weight OSPF routing, which assigns a randdiguting and may involve multiple physical links. Moreover,
weight to each physical link; different overlay links may share common physical links

« Optimized-compliant OSPF routing, which has ospgnd therefore may ianrfere _vvith each ot_her..Therefor_e, we
weights set to minimize network cost [14] (see ge&annot apply the trad!t!or)al linear approximation algorithms
tion VI-D), when assuming all traffic is compliant,to compute traffic equilibria for such schemes.
following the routes determined by the network. The We use the following approach to compute traffic equilibria
network cost is a piece-wise linear convex function ovdpr overlay routing. For each overlay, we build a logical
all links. This metric has been considered as a go(gtgatwork from the physical network. The nodes in the logical

objective for traffic engineering because it not only avoiddetwork consist of the union of the nodes in the overlay and
overloading physical links, but also avoids taking ver{he nodes that are the destinations of nonzero demands in the

long paths [14], [15]. overlay. The links in the logical network consist of all the

We represent network-level routing by a routing matri@verlay links, as well as a link from each overlay node to
R, where R[p, ¢] specifies the fraction of traffic between theach node that is the destination of some traffic demands but
source-destination pajs that goes through the physical linkdoes not belong to the overlay.

e. The routing matrixR is computed by the routing protocol Given this model, each logical link can be mapped to a
under study. collection of physical links. More specifically, assume that the
In our study, the route controller can change network routidggical link p is for the source-destination pair(we use the

to optimize overall network performance; in other words, it caame symbop to denote the logical linky and the source-
perform traffic engineering. For MPLS, the route controlledestination pairp), then the logical link consists of all the
can directly adjust the routing matrik; for OSPF, the route physical linkse such thatR[p,e] > 0. If a demand sendg
controller will adjust the weights of the physical links tounits of traffic through a logical linky, then each physical
influence network routing [14], [15]. link e will carry f - R[p,e] amount of traffic for this demand.
Fig. 1 shows an example of a physical network, and the logical

V. R_OUT'NG SCHEMES ) _network for an overlay formed by nodes 2, 3, and 5.
For a comprehensive study, we consider the following

five routing schemes: (i) source routing, (ii) optimal routing,
(iii) overlay source routing, (iv) overlay optimal routing,: Compliant routing
and (v) compliant routing. Below we describe these routing

schemes in details. For comparison, we also consider the default network-level
_ _ routing, which we term compliant routing.
A. Routing on the physical network Compliant routing:  Traffic demands using compliant

The first two routing schemes allow a user to route its traffirouting follow the routes determined by the network-level
directly through any paths on the physical network. routing protocol.
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> Assumel.(x) is increasing and convex for any edge
20 > Assumezl.(z) is convex for any edge.

SN > If the overlay is latency optimalf = > _ zl.(x);

>  otherwise,f = § l.(z);

. “J
3,7 <
Of A set other overlay’s traffic as background traffic
N ~e
- o repeat

! assume the current traffic vector on each edge;is
NP determine link latency according to,
Us use Dijkstra’s algorithm to find all-or-nothing
traffic assignmeny,
use line search to find optimal so that
f(ze + A(y: — x¢)) is minimal.
until (best lower bound gap: threshold)

(a) Physical Network (b) Logical Network of an Overlay

Fig. 1. A physical network and the logical network for the overlay formed
by nodes 2, 3, and 5. Nodes 6 and 7 are not overlay nodes but nodes 2, 3,
and 5 have demands to them. The logical link from node 2 to 5 consists of
two physical paths: 2 to 9to 5, and 2 to 8 to 5,
is used.

if hop-count OSPF routir}gg. 2. The linear approximation algorithm to compute the best response of
source routing or overlay routing, when the network is symmetric, assuming
the other overlay’s traffic is background.
V. COMPUTING TRAFFIC EQUILIBRIA
FOR SELFISH ROUTING of a symmetric logical network is OSPF routing without
We evaluate each of the preceding selfish routing schem&fual weight splitting), we can formulate the problem as an
by computing its performance at traffic equilibria. Using @ptimization problem by using a line integral to replace the
game-theoretic approach, we define a traffic equilibrium @grmal summation of cost on each link. As a result, we still
a state where no user can improve the latency of its trafien use the linear approximation algorithm. Fig. 2 specifies
by unilaterally changing the amount of traffic it sends alonghe structure of our algorithm. Note that for overlay networks,
different network paths. One possible way of computing traffige traffic equilibrium may not be unique [20], [4], [7] and
equilibria is through simulation. More specifically, one coulgyr algorithm identifies only one equilibrium.
simulate the moves of each individual user and wait until For a logical network that is asymmetric.e{, there are
the system reaches equilibrium. However, given the size @fo logical links that share the same physical link but send
the network we are considering (see Section VI-A), sudifferent fractions of traffic through the physical link), we use
simulation-based approach may take a prohibitively long tincob’s relaxation algorithm on top of Sheffi's diagonalization
to converge. Instead, we compute traffic equilibria directlynethod [33] to determine the traffic equilibrium, since in
Below we specify the algorithms we use to compute the traffifis case we cannot formulate the equilibrium problem as an
equilibria. optimization problem.

Computing traffic equilibrium for non-overlay traffic. As
shown in [29], the traffic equilibrium for selfish traffic is > IV is the number of overlays.

achieved when the integral of the latency function over all E;t((Z)) i': tafl](:)/ebcé(;[ gs%\éergaey; téf/‘g'rlca?;tr%”u”n‘gé
traffic is minimized. In comparison, the traffic equilibrium for > AtSSUmeZt o — 00 o — 0 ast — oo.

latency optimal routing is achieved when the latency over all

traffic is minimized. For both cases, we use the linear approxi- | repeat

mation algorithm (a variant of Frank-Wolfe algorithm) [13] to assume the traffic state is (i) of overlay
compute traffic equilibrium with the corresponding objective for c%ar\ghztes its best resnonsei

functions._ The Iinear_approximation algo_rithr_n is a gradi- azgumirllg other ovgrlaggza)lls background.
ent algorithm for solving non-linear optimization problems. for each overlayi

Specifically, in each iteration we compute shortest paths based setxiy1(i) — (1 — a)ze (i) + ey (4).

on the current traffic assignment, and use them to construct until (change between round threshold)

the gradient direction. We then move towards that direction Ipsg. 3. The relaxation framework to compute the traffic equilibriumNof
taking a step size that optimizes the objective function. Tlegerlays.

number of iterations is controlled by the stopping condition

from [13]. When the link latency functions satisfy the mono:

. o I _~Computing traffic equilibrium for multiple overlays:
tonicity condition, which is the case for our latency funCt'on%uaranteeing convergence poses a major challenge in comput-
there is a unique equilibrium.

ing traffic equilibrium when there are multiple overlays. To this
Computing traffic equilibrium for selfish overlay routing:  end, we use the relaxation framework proposed in [22], [39]
Using the logical networks we described in Section IV, we cdn ensure convergence to one equilibrium. Fig. 3 shows the
compute the traffic equilibrium of overlay routing by eithealgorithm. The basic structure of the algorithm is that in each
a relaxation algorithm or a modified linear approximationound, each overlay computes its best response by considering
algorithm. the other’s traffic as background traffic. Then the best response

Specifically, for a logical network that is symmetrie(, any and the previous state are merged using the relaxation factor
two logical links that share the same physical link send the. The conditions) , oy — oo andoy — 0 ast — oo
same fraction of traffic through the physical link; an examplguarantee convergence to one equilibrium.
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VI. EVALUATION METHODOLOGY Real traffic demands: Our real traffic demands are

In this section, we first describe the network topologie§Stimated from SNMP link data using th®omogravity
traffic demands, and link latency functions used in our evdRethod [42], which has been shown to yield accurate estimates

uation. Then we discuss the performance metrics that we §&Pecially for large traffic matrix elements. We use the back-
as a basis for comparing the efficiency of different routinaone router to backbone router traffic matrices during three
schemes. randomly chosen hours in November 2002.

Synthetic traffic demands: The real traffic demands are
) only available forI.SPTopo. For the other topologies, we
A. Network topologies generate synthetic traffic demands as follows. For a Rocketfuel
We use both real and synthetic topologies in our evaluatidepology, we generate synthetic traffic by randomly mapping
Real topology: We use a real router-level backbone topolPOPs inl.SPTopo to non-leaf nodes in the Rocketfuel topol-
ogy from an operational tier-1 ISP, referred to E&PTopo, 09y, using several different random seeds. Specifically, let
with on the order of a hundred backbone routers connected.) denote a random mapping from the citied$iPTopo to
by OC48 (.e. 2.48 Gbps) and OC194.¢., 10 Gbps) links those in a Rocketfuel topology. L&t(s,d) denote the traffic
(the exact numbers are omitted for proprietary reasons). Ftgmand from citys to city d in I.SPTopo. Then the traffic
each link in the real topology, we use the actual link capacitlemand from citym(s) to city m(d) in the topology under
in our study. The propagation delay of each link is estimatetiudy is set toI'(s,d). For synthetic power-law topologies,
using the actual fiber length divided by the speed of light. we perform similar mappings at the router level to derive
Rocketfuel topologies:Rocketfuel applies several effectivedemands.
techniques to obtain fairly complete ISP maps [35]. We use theLoad scale factor: To control system load, we scale up the
POP-level maps published by the authors, shown in Tabledgmands so that when all the traffic is compliant and routed
as part of our topologies. For each Rocketfuel topology, wissed onshortest hop-countthe maximum link utilization
use two bandwidth settings: all links are either O€8.(155 is 100 - F'%, where F' is a load scale factor(sometimes
Mbps) or OC48 i(e., 2.48 Gbps). The propagation delay ofibbreviated ad.SF’).
each link is approximated using geographical distance divided

by the speed of light. C. Link latency functions
ZNon-eaf As shown in [29], link latency functions play an important
ISP Loc. | #Nodes| Nodes | #Edges role in determining the effectiveness of selfish routing. In
ATT UsS 108 30 282 our evaluations, we use five representative latency functions:
Abovenet| US | 22 13 160 M/M/1, M/D/1 [17], P/IM/1, P/D/1 [18], and BPR [9]. We
Exodus | US 22 17 102 also implement piecewise-linear, increasing, convex functions
Level3 | US 53 37 912 to approximate any other latency functions. In all latency func-
Sprint_| US | 44 21 212 tions, we include a term for propagation delay (Section VI-A
E\ée(;'ﬁE IlrJltIS 12282 gg ?gg shows how we determine its value for each physical link).
Telstra | Intl. 58 8 120 Ouir first two latency functions belong to the general M/G/1
Tiscali | Intl. 51 38 258 class of latency functions: M/M/1 and M/D/1. For 2a2M/G/1
gueue, the latency can be expresset as= ﬁ+%+
TABLE | prop, wherez is the traffic load,u the link capacity,o the
ISPTOPOLOGIES AS MEASURED BYROCKETFUEL. standard deviation of the service time, gnap the propaga-
tion delay. The M/M/1 latency function is M/G/1 with = i;
thereforel(z) = —1- 4 prop. The M/D/1 latency function

n—x

Random topologies: In addition to real topologies, for . .
polog polog M/G/L with o = 0; thereforel(x) = 2% + %2 + prop.

diversity we also randomly generate power-law topologi : . S .
: . 0 avoid the discontinuity when the load approaches capacity,
using BRITE [24], since a number of papers [11], [37] hav g approximate the M/M/1 or M/D/1 function with a linear

shown that the power-laws capture the Internet structure qu&

well. We generate 100-node router-level topologies with ed Lénction beyond99% utilization. To test sensitivity _to_ the
density (.. the number of neighboring nodes that each ne reshold, we also tr90% and99.9%. The results are simildr,

node connects to) varying fror to 10. In the following and in the interest of brevity we present the results usiig

: as the threshold.
sections, we use PowernDto denote a power-law topology .
with edge densityn. For each power-law topology, we us Ourtn(_alxt ttwo Iqte:wtc?y funcli;uonsl,p Pt/M/j :?ndPP/ Dtll,vt]/avet
two bandwidth settings: all links are either OC3 or OC48. Th cavy-all Inter-arrivat times. Here = stands for Fareto. e se

propagation delay of each link is drawn uniformly betwee € s_hr?lp.e para.\meté’r:. 1.5 s0 tha.t the resulting dlstr|but|on.
0—10 ms. as infinite variance. Since there is no closed-form expression

for either P/M/1 or P/D/1, we approximate each of them using

a piecewise-linear, increasing, convex function. We use the
B. Traffic demands

Wi both | d heti ffic d ds i IWe can construct scenarios where different thresholds can yield sig-
e use both real and synthetic traffic demands In oHﬁicantIy different results. However, our interest is in typical Internet-like

evaluation. environments.
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results in [18] to approximate P/M/1. For P/D/1, we derive a VIlI. SELFISH SOURCEROUTING

linear approximation of its shape using ns-2 [26] simulations. \ye first investigate the performance of selfish source rout-
Specifically, we generate Pareto traffic to compete for a singlgy. that is, all the demands are infinitesimal and the selfish
bottleneck link with a large FIFO drop-tail queue and obserygyfic can use any routes in the physical network. This is the
the latency as we vary the load. _ type of selfish routing scheme analyzed in most theoretical
[For comparison purposes, we also run some experimeg{Sgies. As shown in [29], the worst-case latency degradation
with the latency function BPR [9], which is used as a standag] se|fish source routing compared with optimal routing can
latency function in transportation networks. The expression fgg ,npounded due to lack of cooperation. In this section, we

this latency function ig(z) = prop- [1 +0.15 (ﬁ)ﬂ- Table Il seek answer to the following question: how does selfish routing

summarizes the above five latency functions. perform in Internet-like environments?
Notation | Latency function . .
MM | i(z) = = + prop A. Are Internet-like environments among the worst cases?
MID/L | i(z) = 25 + %2 +prop Effects of network load: We begin our investigation of
P/M/1 | approx. with Paretg = 1.5, see [18] selfish routing by varying network load. Fig. 4 shows the

P/D/1 approx. with Paretg@® = 1.5

BPR | 10 L1015 (2)4 latency for three representative topologies, as we vary the
= prop - . m

network load scale factor from.2 to 2.

We make the following observations. First, under various
loads, selfish routing yields lower latency than compliant rout-
ing, which is based on optimized-compliant OSPF weights.
This result complements the previous findings, such as De-
tour [32] and RON [5], and shows that the performance benefit
of selfish routing over compliant routing exists even in a single
AS network; moreover such benefit does not disappear even if

We use the following performance metrics to evaluate rouddl traffic is selfish (as opposed to just having a small portion
ing efficiency: (i) average latency, (i) maximum link utiliza-of selfish traffic in RON). It is not surprising that compliant
tion, and (iii) network cost. The first metric reflects end-to-enuting results in higher latency, because the OSPF weights are
user performance, while the next two reflect the perspectigptimized mainly to avoid link overloads rather than minimize
of network operators, who aim to avoid link overloads imrnd-to-end user latency. As we will see later, the lower latency
their networks. These performance metrics are computed frafnselfish routing comes at the cost of increased congestion on
traffic equilibria, as we discussed in the previous section. certain links.

The utilization (or traffic intensity of a link is the amount ~ Second, compared with optimal routing, selfish routing
of traffic on the link divided by its capacity. When a link'syields very similar average latency—the difference is close to 0
utilization is beyond 100%, the link is overloaded. The maxin most cases and is always within 30%. In other words, unlike
mum link utilization is the maximum utilization over all linksthe theoretical worst cases, the price of anarchy in Internet-
in a network. like environments is close to 1. There are two main reasons for

The maximum link utilization is an intuitive metric; how-this. First, the worst-case result arises when there is mismatch
ever, it is dominated by a single bottleneck, as pointed out firetween link bandwidth and link propagation delayg( when
[14]. To get a more complete picture, we also adopt a metticere are two parallel links between the source and destination,
to capture the overall network cost. According to [14], [15where one link has high propagation delay but large bandwidth
the cost of a link can be modeled using a piecewise-linearhereas the other link has low propagation delay but small
increasing, convex function with slopes specified as followsbandwidth). Such mismatch is not common in current Internet-

like topologies. Second, under realistic network topologies and

L x/cel0,1/3) isti [ iC i d the network

3 . w/ce[l/3,2/3) realistic traffic dgmands, traffic is sprea across t \

and only a few links get congested even with selfish routing.
ue(z/c) = 10+ @/e€ [2/3,9/10) This is because real networks are designed so that even under
¢ 70 : xz/ce[9/10,1)
[
[

TABLE I
LINK LATENCY FUNCTIONS.

D. Performance metrics

common failures the network can still carry all of the traffic
500 : z/ce]l,11/10) : . , i

(often without having to reconfigure the routing). Moreover,
5000 : z/ce[11/10,00), . . .

the topology is constrained by the coarse resolution we have
wherez is the load on linke, andc its capacity. We refer to for link capacities: there are only a small number of available
the points at which the slope changesg( 1/3 and2/3) as link capacitiesge.g, OC3, OC48, OC192. The net result is that
the cut-points. The overall network cost is the sum of all linkshere is considerable redundant bandwidth in the network. So
costs. In [14], Fortz, Rexford, and Thorup showed that OSRiapacities rarely match the traffic we are expected to carry
weights derived from one set of cut-points and slopes alsther than a few bottleneck links, and there are only a small
tend to give good performance for other sets of cut-points andmber of local hot spots. The above two factors make selfish
slopes. Therefore the above cost function is a general metduting perform close to optimal.
to consider. Effects of network topologies:Next we examine the effects

For all three metrics, the lower values are preferred. of network topologies on the latency of selfish routing. Fig. 5
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Fig. 4. Selfish source routing: comparison of user latency using M/M/1 link latency under various network loads.
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Load scale factor=1

[Esource moptimal O compliant] utilization for the same network configurations as those in
Fig. 5. User latency for all topologies with the M/M/1 latency function and™ig- 4. From Fig. 7, we observe that in compliant routing,
load scale factor 1. Selfish stands for selfish source routing; optimal stard@ximum link utilization increases linearly with offered load.
for optimal routing; compliant stands for optimized-compliant OSPF routingrpig is expected since we use the same set of weights to scale
The other figures in this section use the same notation. . . . .
the traffic (see Section VI-B). In comparison, both optimal
As Fig. 5 shows, network topologies have a pronounceguting and selfish routing can cause high link utilization even
effect on the relative performance of selfish and compliaithen the overall offered load is low. For example, in both
routing. For example, in the Abovenet and power-law topolg=s PTopo and PowerD10 topologies, at a load factor of 0.2,
gies, the latency achieved by selfish routing is less than hgde maximum link utilization of optimal routing is close to
of that incurred by compliant routing. A detailed look at thesgoos and that of selfish routing is close to 100%. This result
two topologies shows that these two topologies have mesh-lisecurs because both optimal routing and selfish routing aim
connectivity; therefore, selfish routing is likely to find moreao choose shortest paths; thus they are more likely to cause
paths and therefore achieves much lower latency. Howevesngestion there, whereas compliant routing more uniformly
in all topologies, we observe that selfish routing consistentéyyreads traffic across the entire network to avoid link overloads
yields close to optimal latency. at the cost of longer end-to-end paths. The high network
Effects of latency functions:Finally, we study how differ- ytilization is undesirable, since many backbone networks are
ent latency functions affect the latency of selfish routing. FroRept at a load well below 50% so that there are enough backup
Fig. 6, we observe similar latency across different laten@aths during link or router failures [19].
functions. When comparing the latency achieved by different effects of network topologies: Next we verify the above
routing schemes, we see that the performance of selfish routgigservations by varying the network topologies. As shown in
is close to that of optimal routing and noticeably better tharig. 8, selfish routing consistently yields the highest maximum
that of compliant routing. link utilization and network cost in all topologies. For example,
in the Exodus network, the maximum link utilization achieved
B. What is the system-wide cost for selfish source routingy selfish routing is 40% higher than that of optimal routing
The previous subsection shows that unlike theoretical woestd 80% higher than that of compliant routing; for the same
cases, selfish source routing in Internet-like environmemstwork, the network cost of selfish routing is over an order
incurs low latency. A natural question is whether the lowf magnitude higher than that of optimal routing or compliant
latency comes at the expense of increased system-wide cumting. These results suggest that selfish routing may make a
We examine this issue by comparing different routing schemestwork much more vulnerable to overload, especially when
based on two metrics: (i) maximum link utilization and (ii)failures occur.
network cost, both defined in Section VI-D. Effects of latency functions: The results based on other
Effects of network load: We start by examining the latency functions are qualitatively the same, as shown in
impact of network load. Fig. 7 shows the maximum linkig. 9. Since both latency and network cost/utilization are not
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Fig. 8. Selfish source routing: comparison of maximum link utilization anflig. 9. Selfish source routing: comparison of maximum link utilization and
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very sensitive to latency functions for the topologies that we VIIl. SELFISH OVERLAY ROUTING
consider, in _the following sections we focus on the M/M/1 The previous evaluations consider selfish source routing.
latency function. Moreover, we show only the maximum lin

tilizati . it it dit qi it owever, as we discussed in Section I, in practice, end
utilization, since it is more Intuitive and it gives consistenfqe s often do not have complete routing control. We initially
results as network cost.

expected that reducing routing flexibility would increase both
latency and link utilization, since users lose fine-grained
control over routing. However, as we will see, this is often
C. Summary not the case.

To summarize, in this section we compare the performance ] ]

of different routing schemes using realistic network topold: Does selfish overlay routing perform well when every node
gies and traffic demands. Our results show that unlike thein the overlay?

theoretical worst cases, selfish source routing in Internet-likeWe first consider an overlay that consists of all network
environments is very effective in choosing shortest paths, anddes. Note that even if the overlay includes all network
yields close to optimal average latency. On the other hand, thisdes, routing on an overlay is still different from routing
often comes at the cost of overloading links on the shortest the physical network in that the latter has access to all
paths. This suggests that selfish routing may potentially hawetwork resources, but this may not be the case for the former.
a negative impact on traffic engineering. We will furtheFor example, the network-level routing can easily prevent
investigate the issue in Section X. any overlay traffic from using a particular link by setting its
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corresponding column in the routing matrix to 0 (in OSPF thisom nodeA to B has a total weight that is either lower than
can be achieved by assigning a large weight to the link). Asoa equal to the OSPF weight ol B. When the alternative
result, certain physical routes cannot be implemented by gogth has a lower total weight]B is effectively pruned from
overlay routing schemes. the network, since no overlay traffic can ever use it. When

In our evaluation, we use the same network setting as befditeere is a tie, some load balancing can be achieved. However,
except that the routes between any pair of overlay nodes ateh ties are very rare in our experiments. Therefore, such
no longer determined by end users, but by the network-lewgblations of DLS effectively reduce the network resources
routing. We adopt OSPF for network-level routing and use thevailable to the selfish overlay and can lead to higher latency
three OSPF weight assignments as described in Section Iland link utilization.

Fig. 10 shows the performance of overlay source routing With random OSPF weights, violations of DLS are common
for the ISPTopo network, as we vary network load. Inand therefore the network resources available to the overlay are
both figures, three of the four curves overlap, namely soursignificantly reduced. This explains why we see substantially
routing, overlay source routing when the network-level routingigher latency and maximum link utilization with random
uses optimized-compliant OSPF weights, and overlay sour@SPF weights. We will show later in Section X that selfish
routing when the network-level routing uses hop count. Thigzerlay routing interacts poorly with OSPF optimizer for
suggests that routing constraints, whether based on hop-coguctly the same reason.
or optimized-compliant weights, have little effect on user We further verify the above observations by using different
latency or system-wide cost. This result came as quitenatwork topologies; the results are shown in Fig. 11. As before,
surprise since our initial conjecture was that routing constraintndom OSPF weights continue to yield substantially higher
would degrade performance. In contrast, when the netwoidelay and maximum link utilization, while the performance
level routing uses random weights, we observe much highsfrthe other three is close to each other. This confirms our
delay and link utilization. To understand this result, below wgrevious findings. When comparing the performance across

introduce a notion calledirect link shortest (DLS) different routing schemes, we observe that selfish routing con-
12000 180 . tinues to result in close to optimal average latency. Moreover,
10000 o TE ﬁ it yields noticeably lower latency than compliant routing in
e 5 1 .
g 120 Mf most cases. However, this lower latency often comes at the
w000 5 10 cost of higher maximum link utilization.
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network-level routing scheme to b&ect link shortest (DLS) poovenet | AT | teveld | st [ Powerdo
if for any physically adjacent noded and B, all the traffic [Bsource @optimal Ccomplant]

(a) Latency

load scale factor = 1

from A to B is routed through the direct linkAB without
involving any other links. As an example, hop-count-based
OSPF is a DLS routing scheme.

Our key observation about DLS routing schemes is as fol-
lows. In an overlay that covers all network nodes and satisfies
DLS, routing on the overlay has as much routing flexibility as
directly routing on the underlying physical network. This is
because, by definition of DLS, the overlay can force traffic to
follow any given physical pathV; N,...Ny, by specifying an

1000

Maximum link utilization (%)

P

- &6 8
source ==
overlay:optwi E—
overlay:hoptCnt ===

overlay:randWt [E—
SOUrCe |
overlay:optwt E====m
overlay:hoptCnt ===
overlay:randWt [
SOUICe |
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overlay:randWt

SOUrce |
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overlay:hoptCnt
overlay:randWt =
SOUrce |
overlay:optwt ===
overlay:hoptCnt =

overlay:randwi [E—

overlay path with the same node sequene:— ... — Ng, Abovenet| ATT | Level3 | Sprint |[PowerD10
where nodesN; and N;,; are physically adjacent. Given [@source moptimal Deompliant]
this observation, since hop-count-based OSPF satisfies DLS, it (b) Maximum link utilization

performs as well as source routing. As for optimized-compliafig- 11. Selfish overlay routing: comparison of user latency and maximum
OSPF weights, our verification shows that such weights satidf utilization for different network topologies.
DLS to a large extent, thus it also performs well.

One implication of the above observation is that the onl
way in which a network-level routing scheme can affect t
amount of selfish overlay traffic on a given linkB is by
violating DLS. In the context of OSPF, this can only be The previous evaluation includes all of the network nodes
achieved by choosing the weights so that an alternative pathan overlay. In practice, an overlay may only haartial

. Does selfish overlay routing perform well when only some
nodes are in the overlay?
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coveragei.e, only a fraction of the nodes are in the overlayDLS), the overlay has full control over how its traffic is routed
In such a case, the routing choice is further constrained, whittlrough the physical network. In the context of OSPF, the only
may have an impact on the performance. Below we investigatay in which OSPF can affect overlay traffic is by violating
this issue in detalil. DLS, which effectively reduces network resources and may
Effects of only covering edge nodestn our first exper- therefore degrade both user and system-wide performance.
iment, we form an overlay from all of the edge nodes ilVe also show that like source routing, overlay source routing
ISPTopo and route all demands among these edge nodesluces latency at the expense of higher network cost. Finally,
through the overlay. We then compare the performance witte observe that the effects due to partial coverage are small
what we achieve when the same set of demands is routedackbone topologies.
through an overlay that includes all of the network nodes. As
shown in Fig. 12, the curves of full overlay coverage almost IX. INTERACTIONS AMONG COMPETING OVERLAYS

completely overlap with those of partial coverage, in terms g, far we have only considered either a large number of

of both latency and maximum link utilization. These resu“ﬁﬁdependent, small users using source routing (Section VII) or

are likely due to the fact that the Internet backbone is fairly gingle selfish overlay (Section VIII). In practice, it is possible

well-connected and well-provisioned; therefore, even though,; multiple overlays and background traffic will share the

end users can only forward traffic through edge nodes, thgyme physical network, and these different traffic will compete
do not lose much flexibility in controlling their routes. against one another for the shared network resources. We call
such interactionsiorizontal interactions

10000 < 160
9000 Wk‘_*,_/—'*" < 140
S § 120 J A. What is the relative competitiveness of two routing
6000 = 100
o P schemes?
-~ £ 0 We start by looking at the interactions between any two
2000 al .% gg T — types of traffic. The objective of this subsection is to evaluate
0 ioecs zml'julﬁ'ls R lp‘j";"u 16'18 ; the “friendliness” of different types of routing schemes. We
T oo tator o _' L'oadscale'factlor_._ ' _ use_Rl/R2 to denote that the routing scheme_of the foreground
(a) Latency (b) Maximum link utilization traffic is R;, and that of the background i®,. Here R;

Fig. 12. Effects of partial coverage ion the performance of selfish overld§ €ither overlay source routing, overlay optimal routing, or
routing. Here edge nodes ihSPTopo belong to an overlay, and OSPF compliant routing. We evaluate the interactions through four

weights are set according to hop count. sets of experiments.

Effects of random partial coverage:In our second exper- Effects of network topologies:First, we study how traffic
iment, we uniformly choose a fraction of network nodes tosing different routing schemes compete against each other
form an overlay and vary the fraction from 20% to 100%n different topologies. In this set of experiments, we put the
As before, partial overlay coverage yields similar latencgompeting demands at the same nodes, and we set both the
compared to full overlay coverage. On the other hand, &eground and background traffic to be 50%. In other words,
shown in Fig. 13, full overlay coverage incurs a slightly highghe two types of competing traffic have the same amount
maximum link utilization than partial coverage, because & traffic and the same set of overlay nodes. Fig. 14 shows
more nodes and links are included, it becomes more likelye results. We make two observations. First, the performance
that the overlay has popular shortcuts, which get overloadetifference between compliant routing and the competing over-

lay routing scheme varies across different topologies. For
250 example, the performance difference is larger in the Abovenet
and power-law topologies. This is consistent with Fig. 5
and can again be explained by the better connectivity of
these topologies (see Section VII-A for details). Comparing
the results in Fig. 14 with those in Fig. 5, we observe
that the latency of the compliant traffic is not substantially
increased, which indicates that selfish routing does not hurt the
performance of compliant routing in this environment. Second,
overm209%eover=40% cover=60%cover=80%haver=1005 overlay source routing achieves similar performance compared
to overlay optimal routing. This suggests that the performance
Fig. 13. Effects of partial coverage ii PTopo with random node selection 9ain of cooperative overlay optimal routing over uncooperative
on maximum link utilization. overlay source routing is not significant.

Effects of network-level routing schemes:Second, we
explore the impact of network-level routing schemes on the
horizontal interactions as follows. We set both the foreground

To summarize, in this section we investigate the effectsxd background traffic inf.SPTopo to be 50%, and we
of overlay routing constraints. We show that if the physicalary how OSPF weights are set. As shown in Fig. 15, the
network uses a routing scheme that satisfies direct link shortseground and background traffic experience similar latency
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a single overlay using overlay source routing. Thus we do
not need to use the relaxation framework. From Fig. 16, we
observe that there is only a slight difference in user latency
due to variations in the number of overlays. Results from

Fig. 14. Coexistence of two routing schemes: varying network topologieQther topologies confirm this finding, which suggests that

, . performance degradation due to competition among overlays
in most cases, except when OSPF weights are set randory, significant.
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Fig. 15. Coexistence of two routing schemes: varying OSPF weights @. Summary
1SPTopo. . . .
To summarize, with reasonable OSPF weighdsgy( hop-

Effects of network load and traffic distribution amon count), different routing schemes can share network resources
9 easonably well without hurting each other; with bad OSPF

overlays: We further examine the performance of two COmpe\[ﬂleights, selfish overlays improve performance both for them-

ing overlays as we vary the network load, or vary the fract|o§1 Ives and for compliant traffic. Note that these results are

of foreground traffic. In both cases, we observe ConS'Ste@(o%nsistent with previous findings (by Zegueaal. [41]) that

resglts: selfish routing out-performs compliant routing Wltho%telfish routing co-exists well with non-selfish routing in the
hurting the latter.

context of server selection.

B. Can many overlays coexist well? X. SELFISH ROUTING VS.

Next we study horizontal interactions by varying the num- TRAFFIC ENGINEERING

ber of overlays. Each overlay uses overlay optimal routing So far all of our experiments assume that the network-
and covers all network nodes. Fig. 16 shows the result flmvel routing is fixed. We find that while selfish routing can
I15PTopo, when the number of overlays is changed in thachieve close to optimal latency, it often increases maximum
following ways: (i) one overlay, which includes all the delink utilization and network cost. In practice, the network-level
mands; (ii) overlay per source, where each overlay includesuting may be constantly changing since one principal goal
all demands originated from a source; (iii) overlay per sourcef traffic engineering is to reduce network cost by adapting
destination pair, where each overlay includes all demantie network-level routing in response to varying traffic pat-
between a source and destination pair; (iv) an infinite numbierns. This motivates us to examine the interactions between
of overlays, where each overlay has infinitesimal demand. Welfish routing and traffic engineering, which we tevertical
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interactions This vertical interaction can be considered as angineering process uses an OSPF optimizer to optimize link
iterative game played between overlay networks and traffieights as described in [14], and the starting routing matrix
engineering. More specifically, we ask the following basiof the interactions is computed using hop-count-based OSPF.
guestion:Will the system reach a state with both low latencWe choose this starting point to model a scenario in which
and low network cost, as selfish routing and traffic engineerirgglfish routing initially has full control over the routing of its
each tries to minimize its own cost function by adapting to theaffic in the physical network (see Section VIIl), and then the

other process? network decides to start using traffic engineering.
Below we evaluate vertical interactions in the context of

OSPF and MPLS route optimization. As we will see, OSPRx - 20

route optimization provides little control over selfish traffiCa |, TN T . o

and as a result, the system performance, both in terms of@s&g \
latency and network cost, is no better than using hop-cognt-
based OSPF routing. In contrast, MPLS provides 1‘ine-grai§e18OO

Max link utilization (%)

control and can potentially lead to better performance. 5000 oveay 5 TE OSPF . “ overtay - TE OSPF
g;g;ly ;‘:c. hop-count B 22 g\éﬁ:gy a:lo hop-count
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A. Specification of vertical interactions Found Foud

Fig. 18. \ertical interaction with OSPF optimization for the Sprint topology.
We specify vertical interactions as an iterative process be-

tween the two players: traffic engineering and selfish overlays.

Trafi . . diusts phvsical tina based Fig. 18 shows the dynamics of vertical interactions for
raflic engineering acjusts physical routing based on n_%'e Sprint topology. The results indicate that the response of
work traffic patterns, which are usually in the form of a traffi

. - ) OSPF traffic engineering could yield considerably worse per-
matr!x. Mo_re specifically, lefl; denote the estimated traﬁ_'cformance than compliant routing using optimized-compliant
matrix for time slott, thenTi(s, ) represents the total traffic OSPF weightsi(e,, traffic engineering without selfish traffic),

from sources to destinationd during the time slot. Traffic _ 4\ o< than overlay source routing on top of hop-count-

]e%ng:meetr.mg take?t ai mp:‘Jt, and cor:putes at rgutlng matmbased OSPFi.e, selfish routing without traffic engineering).
+ 10 optimiz€ nEtwork performance. =or our study, we assuniG, ,pserye qualitatively similar results as we vary network

Ty is given. In reality,T; can el'Fher be obtained through direc pologies, the fractions of selfish traffic, and the sizes of
measurements [12] or be estimated based on link loads [4 ifish overlays

: Selfish roqting intgrferes with “"’?‘Tic engineering b.y chan_g— These results suggest that the interactions between the two
ing the traffic matrix. More specifically, after traffic engl'separate routing control processes is so ineffective that each

neering installs the routing matrik; to the network, selfish . "= . : :
. . o ' individual control process, when applied alone, can yield better
routing will respond and redistribute traffic through overla b PP y

. ! . }Serformance than having such interactions.
P;dee;’SWh'Ch leads to a new traffic matifx,. This process Such inefficiency is partly due to the fact that the adaptive
peats. - . : . nature of selfish traffic creates considerable variability in
Fig. 17 specifies the process of vertical interactions. We

; S . X traffic demands and therefore makes it harder to do traffic
also add a relaxation option in the hope of improving stabil-

. . : ngineering. Another important reason is the limited control
ity; however, our results show that it does not yield muc ' . . .

. : : of OSPF over selfish overlay traffic. Recall in Section VIl we
performance improvement. Thus, in the interest of brevit

below we only present the results of traffic engineering Withox?ve shown thgt whgn all network nodes belong tq an overlay,

relaxation the _only way in _wh|ch OSPF can affect the selfish oyerlay
' traffic is by violating DLS, which effectively reduces available

network resources. As a result, both latency and network cost

> T} is the estimated traffic matrix at time

> T is the real traffic matrix at time. could be worse than those of hop-count-based OSPF, which

> R; is the routing matrix at time. gives the overlay full access to all available network resources.

> Assume} ", a; — o0; ay — 0 ast — oo.

Ty = Traffic matrix when routing matrix is2;_1 C. Does selfish routing work well with MPLS optimizer?

i g;telix(alt'ingétm L+ o T The poor interactions between selfish routing and the OSPF

else ! optimizer motivates us to look for alternative solutions. In
T, =T this subsection, we examine vertical interactions between

R. = OptimizedRoutingMatrix(;) selfish routing and the MPLS optimizer, which allows one to

Traffic engineering installg?; to network

implement general multi-commodity routing. Given a traffic
Selfish routing redistributes traffic to forffi?, P 9 Y 9

matrix and a piece-wise linear, increasing, convex network
Fig. 17.  One round during vertical interaction. cost function, the MPLS optimizer can find the optimal routing
matrix R that minimizes the network cost by solving a linear
programming problem [1, Chapter 17]. We have implemented
B. Does selfish routing work well with OSPF optimizer?  gych an optimizer based dp _solve [23].
We first evaluate vertical interactions when the route con-Fig. 19 shows the average latency and maximum link
troller uses OSPF. In all of our experiments, the traffigtilization for the Sprint topology. We observe that the routing
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14000

effectively. However, further research is required to investigate
wooy | such interactions in more detail.
g 10000 2 1
& awl ] Xl. EFFECTS OFMULTI-AS NATURE
B . . . . .
g 60| ] In this section, we investigate how the multi-AS nature
: ool ] of the Internet affects the routing performance. We start by
2000 | ovetlay s TEMPLS ] describing our evaluation methodology, and then present the
ay src: hop-count
ol oomlat o performance results.
0 5 10 15 20 25 30 35 40 45 50
Round .
120 A. Evaluation methodology
a0 ] We evaluate the effects of multi-AS nature based on inter-
> ol 0, ] domain traffic traces and an inter-domain topology. We obtain
BT B Abilene traces, which contain netflow data from a number of
H universities and enterprises on the Internet-2 during October
E © 2003. We select traffic traces from the organizations, shown
e overley stc: TEMPLS . in Table Ill, for our evaluations. To speed up our evaluations,
ay src: hop-count X N ) .
ol comlat ., . o during each 5-minute interval, we only use the 2000 destina-
0 5 10 15 20 25 30 35 40 45 50 . . . .
Round tion prefixes with the largest volumes. We call these prefixes

Fig. 19. Vertical interaction with MPLS optimization for the Sprint topology.top prefixes Note that in different time intervals, the sets of
top prefixes are different, but they always account for over

performance is noticeably better than that of OSPF. It alloy#$% of the total traffic in an interval.

the system to reach a state in which the network cost is close tq AS [ Organization [ Traffic Rate (Mbps) ]
that of optimal traffic engineering without selfish routing, and 3582 University of Oregon 215576 (202.527)
the average latency is only marginally higher than what selfish 532 M'TU%aLtianS g;‘gig Eg‘z‘ggg
routing can achieve in the absence of traffic engineering. This 59 University of Wisconsin, Madison|  33.333 (33.253)
is important because the traffic engineering process can choose 237 NSF (MERIT-AS-14) 117.366 (108.621)

! . . 6629 NOAA Silver Springs Lab 62.340 (62.335)
to stop at any moment and _settle on a routing matrix that gives %5 National Library of Medicine 72.810 (72.691)
a satisfactory result; that is, the traffic engineering process 1701 (Godd l:ASA/GSFlCh ) ( )

. Goddard Space Flight Center 37.451 (37.448
can be considered as a type of Stackelberg game. We observe—z7s; A 33241 (33238)
similar results on other topologies. Anonymized Commercial Web Server 156.231 (64.124)
These results indicate that MPLS-based traffic engineering TABLE Il

can interact much more effectively with selfish routing. ThiSTrRAFFIC TRACES USED IN OUR EVALUATION WHERE THE LAST COLUMN
is likely due to the fact that MPLS has much more fine-sHows THE ORIGINAL TRAFFIC RATES AVERAGED OVER)1 DAYS, AND
grained control over selfish overlay traffic. Specifically, unlike  THE TRAFFIC RATES AFTER FILTERING WHICH ARE SHOWN IN
OSPF, MPLS can adjust the routing matfxwithout having PARENTHESES
to reduce available network resources.

Despite the encouraging results, however, we note that there

are a number of practical challenges in applying MPLS-basedVVe construct an inter-domain topology using the Rocketfuel
traffic engineering, or traffic engineering in general, in th@ata [28]. To make our simulations scalable, we select 6 ASes

presence of selfish traffic. For example, in our evaluatidi the United States from the Rocketfuel data to construct

we assume that we know the perfect traffic matrices, whighnetwork topology of over 363 nodes and 1639 edges. For
need to be estimated in prac[ice_ The adapti\/e nature QﬁCh intra-domain Iink, we use the inferred OSPF WEight and
selfish traffic can make it very difficult to accurately estimateropagation delay from the data; for each peering link, we
traffic matrices. Another challenge is that MPLS-based traffiése the estimated propagation delay from the data. Since most
engineering requires solving a very large linear programmi® the ASes for which we have traffic traces do not have
problem. For large networks, the problem may contain milliorrresponding topology data, we randomly map the ASes in
of unknowns, which is infeasible to solve using softwar@bilene traces to the ASes in the Rocketfuel topology. We
available today. A thorough exploration of these subjects ¢gmpare compliant routing with overlay routing. In compliant

outside the scope of this paper, so we defer it to future worleuting, the network chooses the inter-domain route based on
the shortest AS hop count, and chooses intra-domain route

based on the shortest OSPF path. Overlay routing allows a user
to select an overlay path; meanwhile the network determines
To summarize, in this section we examine the interactiotise route between two consecutive overlay nodes based on the
between selfish routing and traffic engineering. We find thaame hierarchical routing strategy. Since the Rocketfuel data
OSPF route optimization interacts very ineffectively witldo not contain link bandwidth, we set the peering links to be
selfish routing, largely due to its limited control over selfis®C3 (.e., 155 Mbps) and intra-domain links to be OC12(
traffic. In contrast, MPLS route optimization has more fine822 Mbps). We use the M/M/1 latency function for all links in
grained control and therefore interacts with selfish traffic mothe network to capture the effect of traffic load on link latency.

D. Summary
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B. Effects of network load D. Effects of overlay coverage

First we examine the impact of varying network load on Finally we examine the impact of overlay coverage on rout-
routing performance. In all cases, the overlay consists of 419 performance. Figure 22 shows the results as we randomly
the peering points in the inter-domain topology. Figure Jpick a fraction of nodes in the topology as overlay nodes; and
compares compliant routing with overlay routing, where tneigure 23 shows the results as we randomly pick a fraction of
number of overlays is varied in the following way: (i) ondPeering points in the topology as overlay nodes. In both cases,
overlay, which includes all traffic (This corresponds to coopVe observe that overlay routing, regardless of the number of
erative routing, since traffic is routed to minimize the overaftveriays, yields similar performance. Moreover it out-performs
latency), (i) overlay per AS, where each overlay contair®mpliant routing.
traffic from the same AS in Abilene traces, and (iii) an infinite

number of overlays, where each overlay contains infinitesimal 0035
amount of traffic. As we can see, overlay routing yields 008 L
similar performance as we vary the number of overlays. 2 o0z 1 i B
In addition, overlay routing performs better than compliant g o002
routing, especially under heavy load. Z;poms—
; 0.01
03 0.005
025 1 ’ 0 0.‘2 0.‘4 0.‘6 o.‘s 1
0.2 Overlay coverage
‘+one overlay —=— overlay per AS ——infinite overlays Compliam‘

0.15 4

Average latency (s)
o
s
.

Fig. 22. Comparison of average latency between overlay routing and
compliant routing using the Abilene traffic trace during the first 5-minute
time window on Oct. 8, 2003, where the number of overlays varies from one

: : : : overlay to an infinite number of overlays, and the fraction of nodes in an
0 02 0.4 0.6 08 1 overlay varies from 0.1 to 1.

Max load under compliant traffic

0.05 4

0

‘*cne overlay —— overlay per AS ——infinite overlays Compliant‘

0.035

Fig. 20.  Comparison of average latency between overlay routing and 0.03
compliant routing using the Abilene traffic trace during the first 5-minute
time window on Oct. 8, 2003, where the number of overlays varies from one
overlay to an infinite number of overlays, and the load varies such that the
max-utilization under compliant routing changes from 0.2 to 1.

0.025

o
o
N

0.015

Average latency (s)

o
o
S

0.005

0 T T T
0 0.2 0.4 0.6 0.8 1
Overlay coverage

C. Varying time windows

Next we repeat the preceding experiment by varying the
time window. Figure 21 shows the results for the 288 time

windows, each lasting 5 minutes, on Oct. 8, 2003. As before, _ ,
Fig. 23.  Comparison of average latency between overlay routing and

dlffe.ren-t.types of overlay rqutlngs y'e.ld S'm'la_r performanc%ompliant routing using the Abilene traffic trace during the first 5-minute

all significantly out-performing compliant routing. time window on Oct. 8, 2003, where the number of overlays varies from one
overlay to an infinite number of overlays, and the fraction of peering points
in an overlay varies from 0.1 to 1.

‘+0ne overlay —=—overlay per AS ——infinite overlays Compliant‘

0.04 T T T T T

0.035 ) . . . ) 1

oo3f e ] E. Summary
w
B 0025 Prrmr s A s A In this section, we examine the effects of multi-AS nature of
5 ; .
T oot 1 the Internet on routing performance. We observe that as in the
€ o015 | ] intra-domain, overlay routing out-performs compliant routing.
< Lul | ] Moreover the performance degradation due to competition

. one over| e . . e
0005 | overlay S — | among overlays is not significant.
- infinte overlays =
0 ) __compliant :
0 50 100 150 200 250 300 XII. CONCLUSIONS ANDFUTURE WORK
Timeinterval

. . _ In this paper, we use a game-theoretic approach to study the
Fig. 21. Comparison of average latency between overlay routing and £ f Ifish . . lik .
compliant routing, where the number of overlays varies from one overl&€fformance or seins rqutlng In Intern_et-l e envwonment_s_
to an infinite number of overlays, and the max-utilization under complia®ur results show that unlike the theoretical worst case, selfish
routing is kept at 0.75. routing in such environments achieves close to optimal average
latency, when the network-level routing is static. Moreover,
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compared with compliant routing, selfish routing yields lowetg]
latency. This is true for both intra-domain and inter-domain

scenarios. On the other hand, such performance often corpgs

at the cost of overloading certain links. Moreover, when selfish
routing and traffic engineering each tries to minimize its own
cost by adapting to the other process, the resulted performal cé
could be considerably worse.

There are a number of avenues for future work. First, olf]
study focuses on the performance at traffic equilibria. The
dynamics of selfish routing,e., how equilibria are reached, [22]
is an interesting question. Second, we are interested in better
understanding and improving the interactions between selfig
routing and traffic engineering. Finally, we plan to study selfigh4]
routing with alternative performance metrics, such as loss and
throughput. [25]
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