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Abstract

AIMD (additive increase and multiplicative decrease) al-
gorithm has been used in many congestion control proto-
cols, including TCP in the Internet. In this paper, we com-
pare AIMD and MAIMD (multiplicative additive increase
and multiplicative decrease). Our evaluation shows that the
convergence speeds to fair states of AIMD and MAIMD
are close to each other. However, MAIMD has some ad-
vantages. For example, its speed to use available network
bandwidth can be much faster than AIMD. We have also
investigated AIMD behaviors under a more realistic asyn-
chronous system model. Under this model, AIMD system
can have more than one attractors, which can be another
contributor to the fairness problem of TCP.

1 Introduction

In a shared network such as the Internet, end systems
should react to congestion by adapting their transmission
rates to avoid congestion collapse and keep network utiliza-
tion high [3]. The robustness of the current Internet is due
in large part to the end-to-end congestion control mecha-
nisms of TCP [5]. In particular, TCP uses anadditive in-
crease multiplicative decrease(AIMD) algorithm [2]; the
TCP sending rate in congestion avoidance state is con-
trolled by a congestion window which is halved for every
window of data containing a packet drop, and increased by
one packet per window of data acknowledged. Recently,
many new congestion control protocols have been proposed
and investigated [4, 6, 13, 11, 1, 14, 7, 10, 12, 8, 15].
The objective of these new congestion protocols is to ad-
dress the needs of new multimedia applications. We notice
that, like TCP, many of these proposals are based on the
AIMD principle. Further, there is even a common belief
that AIMD is optimal and is a necessary condition for a
congestion control mechanism to be stable [9].

�Research sponsored in part by National Science Foundation grant
No. ANI–9977267 and grant No. ANI–9506048. Experiments were per-
formed on equipment procured with NSF grant No. CDA–9624082.

AIMD congestion control was first studied by Chiu and
Jain [2]. Figure 1 shows the system model they used to ana-
lyze a congestion control system. In this model,xi denotes
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Figure 1: Chiu/Jain congestion system model

the load generated by useri. The congestion status of the
network at timet is measured byX(t) =

P
xi(t). When

X(t) > Xgoal, the network is considered to be congested
and the network sends a signaly = 1 to ask all users to
slow down; otherwise, the network indicates no congestion
by sendingy = 0. In this case, all users increase their load.

Formally, the dynamics of the system can be specified
as:

X(t) =
P

xi(t)

y(t) =

�
0 if X(t) � Xgoal

1 otherwise

xi(t+ 1) =

�
aI + bIxi(t) if y(t) = 0
aD + bDxi(t) otherwise

(1)

It is important to notice that Equation (1) assumes ho-
mogeneous delay for all users, with a unit delay on each
feedback link. In other words, what the authors have ana-
lyzed is a synchronous system.

Denotex as a vector of all users loadxi. Define a fair-
ness index functionF (x) as:

F (x) =
(
P

xi)
2

n(
P

x2i )
(2)

With the above system model in Equation (1) and the
definition for fairness index functionF in Equation (2), the
authors derived the following results:



� If the parametersaI , bI , aD, andbD satisfy the fol-
lowing condition:�

aI > 0; bI � 1
aD = 0; 0 � bD < 1

(3)

the system will converge to the efficient and fair states.
We should point out that the condition in Equation (3)
is weaker than what we commonly refer to as AIMD,
which specifiesbI = 1. To distinguish these two
cases, we refer to the case whenbI > 1 as MAIMD
(multiplicative and additive increase and multiplica-
tive decrease), and the case ofbI = 1 as AIMD (ad-
ditive increase and multiplicative decrease). We will
discuss AIMD in the next item.

As for the evolution of fairness indexF , the authors
show thatF satisfies the following recurrence rela-
tion:

F (x(t+ 1)) = F (x(t))+ (1� F (x(t)))

�
�
1�

P
x2i (t)P

(c+xi(t))2

�
(4)

wherec = aI=bI wheny(t) = 0, andc = aD=bD =
0 wheny(t) = 1. Sincec = 0 when users reduce
loads,F will not change. When the users increase
their loads, we can see thatc > 0, and unlessF (x(t))
is 1,F will increase. Overall, the fairness index non-
decreasingly approaches the maximum value, 1.

� Further, based on Equation (4), the authors assert that
for a givenaI , settingbI = 1 will have the fastest con-
vergence speed to the fair states. Therefore, the best
choice should be additive increase (becausebI = 1,
instead of the general case ofbI � 1) and multi-
plicative decrease (becauseaD = 0). To summarize,
AIMD means the following stronger condition than in
Equation (3):�

aI > 0; bI = 1
aD = 0; 0 � bD < 1

(5)

To gain some intuition, the left sub-figure in Figure 2
shows the state trace (x1, x2) of a two user system. We
observe that the system does converge to the fair states
of x1 = x2 line and then oscillates along this line. The
right sub-figure in Figure 2 shows the evolution trace of
the fairness indexF . We observe thatF non-decreasingly
approaches the maximum value, 1.

However, the above results are based on the analysis of a
synchronous system model, and some other decisions also
need to be justified. In particular, we are interested in the
following questions:

� First, from Equation (4), for a givenaI , we know that
settingbI = 1 will generate the largest single step
increase fromF (x(t)) to F (x(t+ 1)). However, this

0

20

40

60

80

100

0 20 40 60 80 100

U
se

r 
2

User 1

State space (1, 0.5, 3, 3, 60, 0)

equal line
capacity

0

0.2

0.4

0.6

0.8

1

0 50 100 150 200 250 300 350 400 450 500

F
ai

rn
es

s 
In

de
x 

F

Time (RTT)

Fairness index (1, 0.5, 3, 3, 60, 0)

Figure 2: State and fairness indexF traces

choice is a local optimization. What we are interested
is the total number of steps from an initial state to the
final fair states. In other words, what we are interested
is the global convergence speed. It is not clear that
choosing a local optimal value ofbI = 1 will have the
global optimal effect.

� Second, defineF as the set of fair states, i.e. for a
statex such thatF (x) = 1. For a two user system,
we know thatF is thex1 = x2 line. DefineS as
the set of steady states. Formally, we say a statex

is a steady state if the system visits the state infinite
times1 starting from any initial state. For a two user
system, we know thatS will be a subsegment of the
line x1 = x2. For system withn users, the oscillation
range of anyxi will be:

bDbI
Xgoal

n
+ aI � xi � bI

Xgoal

n
+ aI (6)

Therefore, another metric to describe the behavior of a
system is to consider the time when the system enters
the steady states.

� Third, what the authors have analyzed is a syn-
chronous system model. What about the system be-
haviors for an asynchronous system model, e.g., a sys-
tem where users have different round-trip times? It is
straightforward to see that under this system model the
fairness indexF will not non-decreasingly approaches
1. We are interested in whether there are any other un-
expected behaviors.

The rest of this paper is organized as follows. In Sec-
tion 2, we discuss AIMD congestion control, and compare
AIMD with MAIMD in terms of convergence speeds to
both fair states and steady states. In Section 3, we con-
sider a more general system model where users can have
different round-trip times. We show that under AIMD, the
system can have more than one attractors and, therefore,
exhibits chaotic behaviors. In Section 5, we discuss the im-
plications of the findings to real world network congestion
control. We conclude in Section 5.

1We assume computations have a finite precision.



2 Comparison of AIMD and MAIMD

In this section, we compare AIMD with MAIMD. What we
are interested is their convergence speeds. The converged
states are fair statesF and steady statesS.

2.1 Convergence speeds to fair statesF

According to [2], for a givenaI , AIMD will have the opti-
mal convergence speed to fair states. However, as we dis-
cussed in the previous section, this optimization is a local
optimization.
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Figure 3: AIMD and MAIMD Convergence to fair states

Figure 3 shows the trace ofF for a two user system. The
system starts with an initial state of(30; 0), andXgoal is
40. TheaI for both AIMD and MAIMD is set to be 1. The
bI for MAIMD is set to be1:1. We observe from this fig-
ure that the convergence speeds of AIMD and MAIMD is
close to each other. It is particular interesting to notice that
at time7, fairness index of AIMD is0:66, and the fairness
index of MAIMD is 0:68. This shows that MAIMD can
have faster convergence speed in a global manner. With-
out enumerating more experimental results, we find that in
most cases, the fairness convergence speeds of AIMD and
MAIMD are close to each other. Therefore, in our opinion,
choosing AIMD over MAIMD based on convergence speed
to fair states may not be the best decision criterion. Some
other factors should be considered. In particular, we next
consider the convergence speeds of AIMD and MAIMD to
steady states.

2.2 Convergence speeds to steady statesS

In the previous subsection we discussed AIMD and
MAIMD convergence speeds to fair states. In this subsec-
tion, we study their convergence speed to the steady state.
We consider the following metrics:

� Response timeT : is the number of steps for the sys-
tem loadX(t) to increase from an initial loadX(0) to
the steady state load, which is the following range:�

Xsteady(t) � Xmin = bDXgoal

Xsteady(t) � Xmax = bIXgoal + naI
(7)

� OverloadÆ: is the load imposed on the system when
the load exceedsXgoal. We defineÆ as:

Æ = max
X(t)�Xgoal

Xgoal

(8)

� Rate oscillation�: is the oscillation range of a receiver
at the steady states. Since all users will have the same
load at steady state, we define rate oscillation in terms
of system load. We define� as:

� =
Xmax �Xmin

Xmin

(9)

2.2.1 Response timeT

We know that if the loadX(0) is greater thanXmax, both
AIMD and MAIMD will reduce their load exponentially.
And we haveT = logbD

Xmax

X(0) . Therefore, AIMD and
MAIMD have the same performance. Next, we consider
the case whenX(0) is less thanXmin. In this case, we
have the following expression forT :

T =

(
Xmin�X(0)

naI
if AIMD

logbI
(bI�1)Xmin+naI
(bI�1)X(0)+naI

if MAIMD
(10)

Therefore, we see that MAIMD can increase its load in
exponential speed, and therefore can be much faster than
AIMD.

2.2.2 OverloadÆ

From Equations (7) and (8), we have the following expres-
sion forÆ:

Æ = (bI � 1) +
naI
Xgoal

(11)

From (11), we can make the following observations.
First, MAIMD will generate a lighter overhead than AIMD
if they have under the sameaI . The extra overload in
terms of percentage overXgoal is bI � 1. Therefore, when
bI = 1:1, MAIMD will generate 10% higher overload.
Second, we observe that the second term of overheadnaI

Xgoal

depends on the number of receivers. Therefore, whenn is
large, the overload can be very high, this shows the unde-
sired effect of additive increase.

2.2.3 Rate oscillation�

From Equations (7) and (9), we have the following expres-
sion for�:

� =
bI
bD

� 1 +
naI

bDXgoal

(12)

From (12), we observe that for a given system MAIMD
increases rate fluctuation. The magnitude of the fluctuation
is proportional tobI

bD
. Therefore, ifbI = 1:1, the increased

oscillation will be 0:1
bD

in terms of percentage increase.



3 Chaos behaviors of AIMD with different
RTTs

In the previous section, we considered both AIMD and
MAIMD. However, the analysis is based on a synchronous
system model. In this section, we consider a system model
that users can have different round-trip times. The system
diagram is shown in Figure 4.
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Figure 4: System Model with Different RTTs

In this model,xi is again the load generated by useri.
The congestion status of the network at timet is measured
by X(t) =

P
xi(t � di). WhenX(t) > Xgoal, the net-

work is considered to be congested and the network sends
a signaly = 1 to ask all users to slow down; otherwise, the
network indicates no congestion by sendingy = 0, and the
users increase their load.

Formally, the dynamics of the system can be specified
as:

X(t) =
P

xi(t� di)

y(t) =

�
0 if X(t) � Xgoal

1 otherwise

xi(t+ 1) =

�
aI + bIxi(t) if

Pdi�1
k=1 y(t� k) = 0

aD + bDxi(t) otherwise
(13)

We notice that other models to capture round-trip are also
possible.

Next, we extend the fairness index functionF to the
weighted fairness index function:

F (x;d) =
(
P

dixi)
2

n(
P
(dixi)2)

(14)
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Figure 5: State trace with different RTTs

Figures 5 and 6 show the state and fairness index traces
of two users with different initial conditions. The first user
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Figure 6: Fairness index trace with different RTTs

has a delaydi of 3 and starts with a window size 9; the
second user has a delaydi of 1 and starts with window size
0. We observe from Figure 5 that in this case, the fair states
will not be thex1 = x2 line. From Figure 6, we notice
that the fairness index will not increase non-decreasingly
towards 1.

Figures 7 and 8 show state and fairness index traces for
another initial conditions. In these two figures, user 1 starts
with window size 10, and user 2 starts with window size 0.
Notice that the only difference of Figure 5 and Figure 7 is
the starting condition of user 1. In Figure 5, user 1 starting
window is 9, and in Figure 7 it is 10.

0

20

40

60

80

100

0 20 40 60 80 100

U
se

r 
2

User 1

State space (1, 0.5, 3, 1, 10, 0)

equal line
capacity

Figure 7: State trace with different RTTs
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Figure 8: Fairness index trace with different RTTs

Figures 9 and 10 show state and fairness index traces of
two users starting at yet another initial condition. In this
figure, user 1 starts with a window size of60.

Comparing these three state traces, we can make the fol-
lowing observations:

� Instead of converging to the equal window size line,
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Figure 9: State trace with different RTTs
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Figure 10: Fairness index trace with different RTTs

systems with different user RTTs converge to cyclic
states, i.e., an attractor.

� Instead of non-decreasingly increasing to 1, the fair-
ness indexF may drop.

� We notice that Figure 5 converges to a different at-
tractor from that of Figure 7 and Figure 9. Figure 5
starts very close (user 1 initial window 9) to Figure 7
(user 1 initial window 10) but they converge to differ-
ent attractors. This is a typical behavior of a chaotic
system.

� We have tried to start the system in various initial
states. Overall, we have observed two attractors: the
one in Figure 5 and the one in Figure 7 and Figure 9.
Most of the initial states converge to the second attrac-
tor. Also, we found the first attractor to be unstable.
For example, when we disturb it (by omitting a drop
for one user), the attractor converges to the other at-
tractor. Further, we notice that the attractor in Figure 5
has a worse fairness property than that in Figure 7.

4 Implications to the Internet

� AIMD is widely considered to be the optimal con-
trol strategy. However, from our investigation in Sec-
tion 2, we observe that MAIMD also has some ad-
vantages, especially in its faster speed to use network
available bandwidth. We notice that MAIMD can be
considered as a combination of AIMD additive in-
crease and TCP slow start multiplicative increase. We
believe further investigation of MAIMD is needed.

� We have observed that TCP flows under similar condi-
tions can achieve different throughput. The traditional
explanation is that this is a reflection of the random
events in the network. From the investigation in this
paper, we observe that the chaotic behavior of AIMD
congestion control is another contributor.

5 Conclusion

We compared AIMD and MAIMD in this paper. We found
that the convergence speeds to fair states of AIMD and
MAIMD are close to each other. However, we observe that
MAIMD has some advantages. For example, its speed to
use network available bandwidth can be much faster than
that of AIMD. Therefore, it points out that further research
of MAIMD is needed. We also investigated AIMD behav-
iors under a more realistic asynchronous system model. We
found that under this model, AIMD system can have more
than one attractors, and therefore can be another contribu-
tor to the fairness problem of TCP.
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