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ABSTRACT
Arora, Rao and Vazirani [2] showed that the standard semi-
definite programming (SDP) relaxation of the Sparsest Cut
problem with the triangle inequality constraints has an in-
tegrality gap of O(

√
log n). They conjectured that the gap

is bounded from above by a constant. In this paper, we dis-
prove this conjecture (referred to as the ARV-Conjecture) by
constructing an Ω(log log n) integrality gap instance. Khot
and Vishnoi [16] had earlier disproved the non-uniform ver-
sion of the ARV-Conjecture.

A simple “stretching” of the integrality gap instance for
the Sparsest Cut problem serves as an Ω(log log n) integral-
ity gap instance for the SDP relaxation of the Minimum
Linear Arrangement problem. This SDP relaxation was con-
sidered in [6, 11], where it was shown that its integrality gap
is bounded from above by O(

√
log n log log n).

Categories and Subject Descriptors: F.2 [Analysis
of Algorithms and Problem Complexity]: General;
General Terms: Algorithms, Theory.

1. INTRODUCTION
Given an n-vertex graph G(V, E), the sparsity of a cut

(S, S) is defined as E(S,S)

|S||S| , where E(S, S) denotes the set of

edges crossing the cut. The Sparsest Cut problem is to find
a cut with minimum sparsity. In the related problem of b-
Balanced Separator, for some fixed constant 0 < b ≤ 1/2,
the objective is to find a cut (S, S), with |S|, |S| ≥ bn, which
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minimizes the number of edges cut. It is well-known that
a factor f(n) approximation algorithm for Sparsest Cut
can be used iteratively to design a factor O(f(n)) (pseudo-)
approximation algorithm for Balanced Separator: Given a
graph that has a ( 1

2
, 1

2
) partition cutting an α fraction of the

edges, the algorithm produces a ( 1
3
, 2

3
) partition that cuts

at-most O(f(n)α) fraction of the edges. Such partitioning
algorithms are very useful as sub-routines in designing graph
theoretic algorithms via the divide-and-conquer paradigm.
A comprehensive survey of the applications of these two im-
portant problems in computer science can be found in [22].

The seminal work of Leighton and Rao [18] gave O(log n)
approximation algorithm for Sparsest Cut via an LP re-
laxation based on multicommodity flows. Aumann and Ra-
bani [3] and Linial, London and Rabinovich [20] showed that
O(log n) approximation for Sparsest Cut also follows from
a theorem of Bourgain [4] that gives embedding of any n-
point metric into �1 with distortion O(log n). Specifically,
they showed that the integrality gap for the metric LP relax-
ation of Sparsest Cut is bounded from above by O(log n).

Subsequently, it was realized that one could write an SDP
relaxation of Sparsest Cut (see Fig. 1, Section 2.1), and
enforce an additional condition, that the metric belongs to a
special class of metrics, called the negative type or �22 metrics.
Thus, a better embedding of �22 metrics into �1 would imply
a better upper bound on the integrality gap of the Sparsest
Cut SDP (and hence, a better approximation algorithm).
Let us denote by g(n) the worst distortion needed to embed
any n-point �22 metric into �1, and let f(n) denote the worst
integrality gap for the Sparsest Cut SDP. One can define a
so-called non-uniform or demands version of the Sparsest
Cut problem and consider a similar SDP relaxation for this
problem. Let h(n) denote the worst integrality gap for this
SDP. It is known that1

f(n) ≤ h(n) ≤ g(n).

1Among experts in the area, it is also known that h(n) ≥
(1 − o(1))g(n). In fact h(n) = g(n), if the SDP relaxation
for non-uniform Sparsest Cut does not require all vectors
in the solution to have the same norm. We were unable to
find an explicit reference.
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The left hand side of this inequality holds because the non-
uniform version of Sparsest Cut is more general, whereas,
the right hand side of the inequality follows from results of
[3, 20]. Bourgain’s Theorem shows that g(n) ≤ O(log n),
and it was an open problem whether �22 metrics admit a
better embedding into �1. In fact, Goemans [12] and Linial
[19] conjectured that g(n) ≤ C for some constant C. A
breakthrough result of Arora, Rao and Vazirani [2] showed
that f(n) ≤ O(

√
log n). They conjectured that f(n) ≤

C for some constant C (henceforth, we refer to it as the
ARV-Conjecture.) The non-uniform version of the ARV-
Conjecture2 would state that h(n) ≤ C for some constant
C.

Soon, Chawla, Gupta and Räcke [7] showed that g(n) ≤
O(log3/4 n). This was improved by Arora, Lee and Naor [1]
who showed that g(n) ≤ O(

√
log n log log n). Both these

results are actually stronger in the sense that they give
embeddings of �22 into �2 (and �2 is known to embed iso-
metrically into �1). From the lower bound side, progress
was made by Khot and Vishnoi [16], showing that h(n) ≥
(log log n)1/6−o(1). This disproved the Goemans-Linial Con-
jecture as well as the non-uniform ARV-Conjecture. The
lower bound on h(n) was improved to Ω(log log n) by
Krauthgamer and Rabani [17].

We would like to point out that there is currently no hard-
ness of approximation result for the Sparsest Cut (uniform
or non-uniform) problem. It was shown in [8, 16] that, as-
suming the Unique Games Conjecture of Khot [15], non-
uniform Sparsest Cut is hard to approximate within any
constant factor.

1.1 Our Results
The main result of this paper is the disproval of the ARV-

Conjecture. We construct an Ω(log log n) integrality gap
instance for Balanced Separator which implies the same gap
for Sparsest Cut (i.e. we prove that f(n) ≥ Ω(log log n)).

Theorem 1.1. The standard SDP relaxations of Spars-
est Cut and Balanced Separator with the triangle inequality
constraints have an integrality gap of at least Ω(log log n).

Our result subsumes the results by Khot and Vishnoi [16],
and Krauthgamer and Rabani [17]. As in [17, 8], our lower
bound proof uses a Fourier analytic theorem of Kahn, Kalai
and Linial [14] whereas Khot and Vishnoi use a theorem of
Bourgain [5].

Our integrality gap instance easily extends to an inte-
grality gap instance for an SDP relaxation of the Mini-
mum Linear Arrangement problem. In this problem, given
a graph G(V, E) on n vertices, the goal is to find a bi-
jective assignment π : V �→ {1, . . . , n} which minimizes�

e{i,j}∈E |π(i) − π(j)|. An approximation algorithm with

ratio O(log2 n) for Minimum Linear Arrangement was given
by Hansen [13], based on the work of Leighton and Rao [18].
It was improved to O(log n log log n) by Even et al. [10], and
to O(log n) by Rao and Richa [21]. Recently, an SDP relax-
ation of Minimum Linear Arrangement was considered in
[6, 11] where an O(

√
log n log log n) integrality gap for the

same was shown. We show that this SDP relaxation has an
integrality gap of Ω(log log n).

2Arora, Rao and Vazirani did not make the conjecture about
the non-uniform version, but we take the liberty to name it
after them.

Theorem 1.2. The SDP relaxation of Minimum Linear
Arrangement with the triangle inequality constraints has an
integrality gap of at least Ω(log log n).

1.2 Overview of the Paper
The formal statements of our integrality gap constructions

appear in Sections 2.2 and 2.4. Section 2.2 also explains
the basic idea behind our construction and how it differs
from constructions in [16, 17]. The formal description of the
construction of the integrality gap instance for Balanced
Separator appears in Section 3. It has two parts: First,
showing that the constructed graph has no small balanced
cuts, and second, the constructed SDP solution satisfies the
SDP constraints. The first part involves a simple application
of the Kahn, Kalai and Linial Theorem [14], and is presented
in Section 4.1. Construction of the SDP solution is rather
technical and all the proofs are deferred to Section 4.

2. INTEGRALITY GAP CONSTRUCTIONS
In this section, we describe the SDP relaxations for Spars-

est Cut, Balanced Separator and Minimum Linear Arrange-
ment problems and give formal statements of our integrality
gap constructions.

2.1 Sparsest Cut

Definition 2.1 ( Sparsest Cut). For a multi-graph G(V, E)

find min∅�=S�V

�
e∈E(S,S) 1

|S||S| .

Figure 1 is an SDP relaxation for Sparsest Cut. To see that
this is indeed a relaxation, for any cut (S, S), consider the
following vector assignment: Fix a unit vector w. If i ∈ S,

let vi := w/
�

|S||S| and if i ∈ S, let vi := −w/
�

|S||S|. It

is easy to check that this gives a valid SDP solution, and its
objective value is equal to the sparsity of the cut.

Minimize
1

4

�
e{i,j}

‖vi − vj‖2

Subject to

∀i, j ∈ V ‖vi‖ = ‖vj‖
∀ i, j, k ∈ V ‖vi − vj‖2 + ‖vj − vk‖2 ≥ ‖vi − vk‖2

1
4

�
i<j ‖vi − vj‖2 = 1

Figure 1: SDP relaxation of Sparsest Cut

2.2 Balanced Separator

Definition 2.2 ( Balanced Separator). For a multi-
graph G = (V, E), and a balance parameter b ∈ (0, 1/2] (to be
thought of as a fixed constant), the goal is to find a cut (S, S)
that minimizes

�
e∈E(S,S) 1, subject to min{|S|, |S|} ≥ b·|V |.

The cuts that satisfy min |S|, |S| ≥ b|V | are called (b, 1 − b)
balanced cuts.

Figure 2 is an SDP relaxation of Balanced Separator with
parameter b. To see that this is indeed a relaxation, fix a
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unit vector w and let vi := w or vi := −w depending on
which side of the cut vertex i belongs to.

The result of Arora, Rao and Vazirani [2] established that
the integrality gap of this SDP is at-most O(

√
log n). They

further conjectured that the integrality gap is O(1). We dis-
prove this conjecture by constructing Ω(log log n) integrality
gap instance for Balanced Separator which also implies the
same gap for the Sparsest Cut SDP. The following theorem
summarizes our construction.

Minimize
1

4

�
e{i,j}

‖vi − vj‖2 (1)

Subject to

∀i ∈ V ‖vi‖2 = 1 (2)

∀ i, j, k ∈ V ‖vi − vj‖2 + ‖vj − vk‖2 ≥ ‖vi − vk‖2 (3)
1
4

�
i<j ‖vi − vj‖2 ≥ b · (1 − b) · |V |2 (4)

Figure 2: SDP relaxation of b- Balanced Separator

Theorem 2.3. (Ω(log log n) Integrality Gap Instance for
Balanced Separator) There are absolute constants c1, c2 > 0
such that, for every large enough n, there exists a multi-
graph G(V, E) on n vertices, and a vector assignment i �→ vi

for every i ∈ V such that

1. Every ( 1
3
, 2

3
) balanced cut must contain at least

c1|E| log log n
log n

edges.

2. The vector assignment gives a low SDP objective value,
i.e., 1

4

�
e{i,j} ‖vi − vj‖2 ≤ c2|E| 1

log n
.

3. The vectors {vi | i ∈ V } are well-separated, i.e.,
1
4

�
i<j∈V ‖vi − vj‖2 ≥ n2.

4. The unit vectors {vi | i ∈ V } define a �22 metric,
i.e., the following triangle inequality is satisfied:
∀ i, j, k ∈ V, ‖vi − vj‖2 + ‖vj − vk‖2 ≥ ‖vi − vk‖2 .

2.3 Informal Description of the Construction
in Theorem 2.3

We first highlight how the construction in Theorem 2.3
differs from the one in [16] (and also [17]). In these previous
papers, the vertex set V is partitioned into sets V1, V2, . . . , Vl.
Property (1) is no longer true, and in fact their graph does
have “small” balanced cuts. For instance, there are small
balanced cuts that place, for every 1 ≤ j ≤ l, the entire
set Vj on either side of the cut. This issue is handled by
introducing the non-uniform version of the Balanced Sepa-
rator problem. They define a “piece-wise balanced cut” as
a cut that cuts “many” sets Vi in a balanced manner. Then
they show that in their graph, there is no small piece-wise
balanced cut. For the non-uniform version of the Balanced
Separator problem, it suffices to worry only about the piece-
wise balanced cuts.

We, however, need to construct a graph G(V, E) that has
no small balanced cuts. Here is a simple approach: Start
with a hypercube F = {−1, 1}N and a suitable group ac-
tion on the N co-ordinates. The group naturally acts on
the set of hypercube vertices and partitions it into “orbits”.
We merge all vertices that fall into the same orbit. Call the

resulting multi-graph G(V, E). Note that the hypercube has
small balanced cuts, namely, the dimensionality cuts which
cut 1/N fraction of the edges. However, if the group is rea-
sonable (e.g. transitive), then G(V, E) does not have small
balanced cuts. A balanced cut in the graph G(V, E) cor-
responds to a balanced boolean function on the hypercube
that is invariant on each orbit. Kahn, Kalai and Linial’s [14]
result says that a balanced function must have a co-ordinate
with “influence” at least Ω(log N/N), and if the function is
invariant under a transitive group action, all co-ordinates
have the same influence. Thus, the sum of all influences is
Ω(log N). This is same as saying that every balanced cut in
G(V, E) must cut Ω(log N/N) fraction of edges. Note that
this lower bound is Ω(log N) factor larger than the size of
the dimensionality cuts in the hypercube.

Thus, constructing graphs with no small cuts is quite easy
(for that matter one could have taken an expander graph!).
The tricky part is to construct a graph that also admits an
SDP solution satisfying Properties (2), (3) and (4) of The-
orem 2.3. The key idea here is to take the 2N-dimensional
hypercube {−1, 1}N × {−1, 1}N = F1 × F2 and define a
group action which in some sense “entangles” the two hy-
percubes F1 and F2 (We note that construction of [16] also
uses this feature, but they do not use a group action. They
use a more complicated way of partitioning the hypercube
into orbits.) To be precise, let Σ be a group of cyclic shifts
on the co-ordinates [1, 2, . . . , N ]. Now consider the group
action on [1, 2, . . . , N, N + 1, N + 2, . . . , 2N ] which applies
a cyclic shift σ ∈ Σ on the first N co-ordinates, and ap-
plies the same cyclic shift on the remaining N co-ordinates.
Note that this group action is not transitive on the entire
set of 2N co-ordinates, but transitive separately on the first
and the last N co-ordinates. Our graph is then obtained by
merging vertices of F1×F2 that fall into the same orbit. We
can again show that the graph has no small balanced cuts
via the theorem of Kahn, Kalai and Linial [14].

Now we outline the SDP solution. We want to assign one
unit vector to each orbit. Here is the basic idea: An orbit
consists of N elements of F1 × F2. Pick one element in
the orbit as a representative and call it (x1, y1). Thus, all
elements in the orbit are given by

(x1, y1), (x2,y2), . . . , (xN ,yN )

where xj (yj resp.) is (j − 1)th cyclic shift of x1 (y1 resp.).

We view xi as vectors with ±1 co-ordinates and norm
√

N .
Roughly speaking, the SDP solution assigns the following
vector to the orbit:

V :=
1

N

N�
j=1

y1(j) xj

where y1(j) denotes the jth co-ordinate of the bit-string y1.
Couple of observations: (1) The vector V does not depend
on the choice of the representative (x1, y1). This is because,
in our group action, the same cyclic shift is applied to the
first N and last N co-ordinates. (2) For a typical orbit, the
vectors xj , 1 ≤ j ≤ N are almost orthogonal and therefore
V has norm close to 1.

This is only the basic idea and the actual SDP solution
we construct (as well as the notation) is rather different (see
Section 3.2).
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2.4 Minimum Linear Arrangement
In this section we show that a simple stretching of the

integrality gap instance for the SDP of Balanced Separator
(see Fig. 2) leads to an integrality gap instance for the
Minimum Linear Arrangement SDP.

Definition 2.4 ( Minimum Linear Arrangement).

Given a multi-graph G = (V, E) on n vertices, the goal is
to find a permutation π : V → [n] that minimizes obj(π) :=�

e{i,j}∈E |π(i) − π(j)|.
Figure 3 is an SDP relaxation for the Minimum Linear Ar-
rangement problem considered in [6, 11]. To see that this is
indeed a relaxation, let π : V �→ [n] be any permutation (i.e.
an integral solution). Define a metric d(i, j) = |π(i)− π(j)|.
This is a line metric on integer points and hence satisfies
the “spreading constraint”:

∀ i ∈ V, ∀S ⊆ V,
�
j∈S

d(i, j) ≥ (|S|2 − 1)/4

Note that d(, ) is an �1 metric, hence a negative type metric,
and hence there exist vectors vi such that d(i, j) = ‖vi −
vj‖2. This gives the SDP solution that achieves the same
objective value as the integral solution.

Minimize
�

e{i,j}
‖vi − vj‖2 (5)

Subject to

∀ i ∈ V, ∀S ⊆ V,
�

j∈S ‖vi − vj‖2 ≥ (|S|2 − 1)/4

∀ i, j, k ∈ V, ‖vi − vj‖2 + ‖vj − vk‖2 ≥ ‖vi − vk‖2.

Figure 3: SDP relaxation of Minimum Linear Ar-
rangement

Theorem 2.5. [6, 11] The Integrality Gap of the SDP of
Figure 3 is at-most O(

√
log n log log n).

The following theorem summarizes our integrality gap con-
struction for the Minimum Linear Arrangement problem.

Theorem 2.6. There are absolute constants c1, c2 > 0
such that, for every large enough n, there exists a multi-
graph G′(V ′, E′) on n vertices, and a vector3 assignment
i �→ v′

i for every i ∈ V ′ such that

1. For every permutations π : V ′ → [n],
obj(π) ≥ c1n|E′| log log n

log n
.

2. The vector assignment gives a low SDP objective value,
i.e.,

�
e{i,j} ‖v′

i − v′
j‖2 ≤ c2n|E′| 1

log n
.

3. The vectors {v′
i | i ∈ V ′} satisfy the spreading con-

straints, i.e., ∀ i ∈ V ′, ∀S ⊆ V ′,
�

j∈S ‖v′
i − v′

j‖2 ≥
(|S|2 − 1)/4.

4. The vectors {v′
i | i ∈ V ′} satisfy the following triangle

inequality: ∀ i, j, k ∈ V ′, ‖v′
i − v′

j‖2 + ‖v′
j − v′

k‖2 ≥
‖v′

i − v′
k‖2.

3They need not be unit vectors.

Proof. The integrality gap instance for Minimum Lin-
ear Arrangement is the same as that for Balanced Sepa-
rator described in Theorem 2.3. G′(V ′, E′) is exactly the
same as G(V, E) as in Theorem 2.3. The vector assignment
is v′

i := 2
√

nvi, where vi are as in Theorem 2.3. Properties
(2) and (4) follow from Properties (2) and (4) in Theorem
2.3 respectively. Proof of Property (3) appear in Section
4.6. Property (1) follows from Property (1) in Theorem 2.3
and Lemma 2.7, which we prove next. The lemma says that
a graph with no small balanced cut has no good linear ar-
rangement either.

Lemma 2.7. If a multi-graph G(V, E) has no ( 1
3
, 2

3
) bal-

anced cut containing less than μ edges, then for every π :
V → [n], obj(π) ≥ μn

3
.

Proof. For simplicity, for vi, vj ∈ V, let wt(vi, vj) denote
the number of edges between vi and vj . Let π = v1, v2, . . . , vn

be the permutation of V defined as π(vi) = i. Then, obj(π) =�
1≤i<j≤n wt(vi, vj)(j−i) =

�
1≤i<j≤n wt(vi, vj)

��
i≤k<j 1

�
=
�

1≤k<n

�
1≤i≤k<j≤n wt(vi, vj) =

�
1≤k<n wt(Sk, S̄k),

where Sk := {v1, v2, . . . , vk} and wt(Sk, S̄k) is the weight of
the cut (Sk, S̄k). Note that for n

3
≤ k ≤ 2n

3
, wt(Sk, S̄k) ≥ μ.

Therefore, obj(π) ≥ μn
3
.

3. INTEGRALITY GAP INSTANCE FOR Bal-
anced Separator

In this section, we present the construction stated in The-
orem 2.3. The correctness of this construction is proved in
Section 4.

3.1 Constructing The Graph G(V, E)

Let N be an integer, which we assume to be prime for
the rest of the paper. 4 Consider the hypercube F =
{−1, 1}2N . The coordinates of an element in F are divided
into two blocks, each of which is of size N. For an element
u = (u1, . . . , u2N ) ∈ F , ux := (u1, . . . , uN) and uy :=
(uN+1, . . . , u2N ). ux and uy are referred to as the x-part
and y-part of u respectively. Let σ : {−1, 1}N �→ {−1, 1}N

be the rotation operator defined as follows:

σ((u1, u2, . . . , uN−1, uN )) := (uN , u1, u2, . . . , uN−1).

Define σi recursively as follows: σ1 := σ, and for all 1 <
i ≤ N, σi := σ ◦ σi−1. This corresponds to applying the σ
operator i times. The set of rotations H := {σi}N

i=1 forms
a group under composition. H acts on F as follows: For
u = (ux,uy) ∈ F and σi ∈ H,

σi(u) := (σi(ux), σi(uy)).

Hence, H partitions F into orbits {O1, . . . ,Om}, for some m.
Since N is a prime, all but four orbits have N elements each
and hence m = 4+(22N −4)/N . We recall that for u,v ∈ F ,

the inner product 〈u, v〉 :=
�2N

i=1 uivi. In terms of the x, y-
parts, it is 〈u,v〉 = 〈ux,vx〉 + 〈uy,vy〉. We now identify
certain orbits which have a particularly nice structure: the
x-part of all the elements in it are nearly orthogonal.

Definition 3.1 (Nearly Orthogonal Orbit). An or-
bit O ∈ {O1, . . . ,Om} is said to be nearly orthogonal if it has

4This assumption is not strictly necessary, but makes some
of the proofs easier.
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N elements and for all u �= v ∈ O
|〈ux,vx〉| ≤ 8

�
N log N.

Without loss of generality, let {O1,O2, . . . ,On} be the set
of orbits each of which is nearly orthogonal. The following
lemma is a simple consequence of Chernoff Bounds. The
proof appears in Section 4.2.

Lemma 3.2 (Most Orbits are Nearly Orthogonal).

For every large enough N, the number n of nearly orthogonal
orbits satisfies m ≥ n ≥ (1 − 4/N2)m.

The vertices of G(V, E)

There is a vertex (call it O) for every orbit O which is nearly
orthogonal, i.e., for every orbit in the set {O1,O2, . . . ,On}.
Henceforth, we will only refer to nearly orthogonal orbits.
We use the notation O < O′ if orbit O appears before the
orbit O′ in the above canonical ordering.

The edges of G(V, E)

Let Δ(·, ·) denote the Hamming distance. If there are u ∈
O, v ∈ O′ with Δ(u,v) = 1, add an edge between O and
O′. Note that if Δ(u,v) = 1, then Δ(σj(u), σj(v)) = 1
for every 1 ≤ j ≤ N , and hence, there are exactly N edges
between O and O′. Thus, edges in the multi-graph G(V, E)
are in one-to-one correspondence with edges in the hyper-
cube {−1, 1}2N , except for the edges incident on
{−1, 1}2N\{O1, . . . ,On}. Since almost all orbits are orthog-
onal, |E| = (1 − O(1/N2))N · 22N , where N · 22N is the
number of edges of the hypercube.

The following theorem, proved in Section 4.1, establishes
that this graph has no small balanced cut. This is a conse-
quence of a Fourier analytic result due to Kahn, Kalai and
Linial [14].

Theorem 3.3. There is an absolute constant c > 0, such
that every ( 1

3
, 2

3
) balanced cut in the graph G(V, E) cuts at-

least c log log n
log n

fraction of the edges.

3.2 The SDP Solution
We now show how to associate vectors O �→ VO to ver-

tices of G(V, E) so that Properties (2), (3), and (4) of The-
orem 2.3 are satisfied. Fix integers r = 212, s = 10 and

t = 2106
+ 1. Write any orbit O, as

O = {VO,1,VO,2, . . . ,VO,N}
where VO,1 is fixed (arbitrarily) as the representative ele-
ment of the orbit and VO,j = σj−1(VO,1) for 1 ≤ j ≤ N .

Write VO,j = (Vx
O,j ,V

y
O,j). Note that the set of vectors

{ 1√
N

Vx
O,j}N

j=1 is a nearly orthogonal set of vectors, each

with unit norm (every pairwise dot-product is bounded by

O(
�

log N/N)). We take high enough tensor powers of these
vectors so that they become even more near-orthogonal. In
particular, the vectors

Tx
O,j :=

�
1√
N

Vx
O,j

�⊗r

1 ≤ j ≤ N

are unit vectors with pairwise dot-products bounded by
(O(

�
log N/N))r ≤ 1/Nr/3. Now we apply Gram-Schmidt

orthogonalization process to these vectors and obtain vec-
tors Wx

O,j , 1 ≤ j ≤ N . Since we apply Gram-Schmidt pro-

cess on vectors that are already nearly orthogonal, the re-
sulting vectors are very close to the original ones. To be
precise, ‖Wx

O,j − Tx
O,j‖ ≤ 1/Nr/10 (Lemma 4.6).

We are ready to assign a vector VO to the orbit O. Con-
sider the representative element for the orbit VO,1 = (Vx

O,1,V
y
O,1).

Let Vy
O,1 = (y1, y2, . . . , yN) ∈ {−1, 1}N . Define

VO :=

	
1√
N

N�
j=1

yj



Wx

O,j

�⊗2s

�⊗t

.

Note that VO is a unit vector because of orthonormality
of vectors Wx

O,j , 1 ≤ j ≤ N . The following lemmata estab-
lish Properties (2), (3) and (4) of Theorem 2.3. The proofs
appear in Sections 4.3, 4.4 and 4.5 respectively. The most
technical part is proving the triangle inequality. The proof
is tedious and proceeds along similar lines as in [16]. We
need to keep track of (the negligible) error terms introduced
by the Gram-Schmidt orthogonalization process.

Lemma 3.4 (Low Objective Value). There is a fixed
constant c > 0 such that

1

4

�
e∈E,

O,O′ are endpoints of e

‖VO − VO′‖2 ≤ c · |E| 1

log n
.

Lemma 3.5 (Well-Separatedness).

1

4

�
O<O′∈V

‖VO − VO′‖2 ≥ n2.

Lemma 3.6 (Triangle Inequality).

∀ O,O′,O′′ ∈ V, ‖VO−VO′‖2+‖VO′−VO′′‖2 ≥ ‖VO−VO′′‖2 .

4. PROOFS

4.1 The Instance Has No Small Balanced Cuts
In this section we prove Theorem 3.3. Our proof re-

lies on the following Fourier analytic result due to Kahn,
Kalai and Linial [14]. First, we need a notion of the influ-
ence: Let f : {−1, 1}K → {−1, 1} be a boolean function.
Let ej ∈ {−1, 1}K be the vector containing −1 at the j-
th position and 1 at all other positions. Define Infj(f) :=
Prx∈R{−1,1}K [f(x · ej) �= f(x)]. In words, viewing f as a

cut in the hypercube, influence of jth co-ordinate equals the
fraction of edges along the jth dimension which are cut.

Theorem 4.1. [14] If f is a ( 1
3
, 2

3
) balanced boolean func-

tion on {−1, 1}K , then there is a j ∈ [K] such that

Infj(f) ≥ c
log K

K

for some absolute constant c > 0.

Proof of Theorem 3.3. Let C ⊆ V be a ( 1
3
, 2

3
) bal-

anced cut in the instance graph. We need to lower bound
the size of this cut. A cut C is viewed as a boolean func-
tion C : V �→ {−1, 1}. This naturally induces a cut C′ :
{−1, 1}2N �→ {−1, 1} as follows: for u ∈ Oi, 1 ≤ i ≤ n,
let C′(u) := C(Oi). Without loss of generality assume that
C′ takes the value −1 more often. For all points u ∈
{−1, 1}2N\{O1, . . . ,On}, let C′(u) = 1. This ensures that
C′ is also a ( 1

3
, 2

3
) balanced cut of {−1, 1}2N . Note that C′

is a boolean function invariant on each orbit.
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For 1 ≤ i ≤ 2N, let Ei denote the set of edges of dimension
i in C′. Formally, Ei := {{x,x · ei} : x ∈ {−1, 1}2N} ∩ C′.
Note that all the Ei’s are mutually disjoint. Hence, |C′| ≥�2N

i=1 |Ei|. By Theorem 4.1, there is a 1 ≤ j ≤ 2N, such

that |Ej | = Ω
�

22N log(2N)
N

�
. Without loss of generality, let

1 ≤ j ≤ N. Since the cut C′ is invariant on each orbit, the
dimensions {1, . . . , N} should all have the same influence
on C′, and hence, |Ei| = |Ej | for 1 ≤ i ≤ N. Hence, |C′| ≥
Ω


22N log(2N)

�
.

Finally, we observe that the edge set E of the graph
G(V, E) includes all but O(22N /N) edges of the hypercube
{−1, 1}2N . Thus

|C| ≥ |C′|−O(22N /N) = Ω
�
22N log(2N)

�
= Ω(|E| log log n

log n
)

concluding the proof.

4.2 Most Orbits are Orthogonal
In this section we give the proof of Lemma 3.2. Recall

that an orbit O is nearly orthogonal if for all u, v ∈ O with
distinct x-parts,

|〈ux,vx〉| ≤ 8
�

N log N.

The following version of Chernoff Bound would be needed
for the proof.

Theorem 4.2. If X1, X2, . . . , XN are independent ran-
dom variables where each Xi ∈1/2 {−1, 1}, then for any
λ > 0

Pr

|X1 + X2 + · · · + XN | ≥ λ

√
N
��� ≤ 2 exp(−λ2/4).

Note that we have chosen N to be a large odd prime number
greater than 3. This ensures that every orbit is of size N ,
except the ones containing 1 and −1. In particular we prove
the following lemma.

Lemma 4.3.

Prx∈1/2{−1,1}N


∃ 1 ≤ l ≤ N, |〈x, σl(x)〉| ≥ 8

�
N log N

�
≤ 4/N3.

Proof. Let x := (x1x2 . . . xN). Then

〈x, σ(x)〉 = x1x2 + x2x3 + · · · + xN−1xN + xNx1

= (x1x2 + x3x4 + · · · + x2i−1x2i + · · · + xNx1)

+ (x2x3 + x4x5 + · · · + x2ix2i+1 + · · · + xN−1xN )

=: X + Y

where we let X := (x1x2 + x3x4 + · · · + x2i−1x2i + · · · +
xN−2xN−1+xNx1) and Y := (x2x3+x4x5+ · · ·+x2ix2i+1+
· · · + xN−1xN). For a randomly chosen x, X is the sum
of (N + 1)/2 independent random variables, where each
variable is 1 with probablity 1/2, and −1 with probabil-
ity 1/2. Similarly, Y is the sum of (N − 1)/2 such indepen-
dent random variables. We now analyse the probability that
|〈x, σ(x)〉| is greater than 8

√
N log N . All the probabilities

are over x chosen uniformly at random from {−1, 1}N .

Prx[|〈x, σ(x)〉| > 8
�

N log N ] = Prx[|X + Y | > 8
�

N log N ]

≤ Prx[|X| > 4
�

N log N ]

+Prx[|Y | > 4
�

N log N ]

≤ 4/N4.

The last inequality follows from Theorem 4.2. Exactly the
same analysis is true for σl instead of σ. The lemma follows
by taking the union bound over all l’s.

Note that this lemma actually implies that for all 1 ≤ l, l′ ≤
N,
����σl(ux), σl′(vx)

���� ≤ 8
√

N log N where ux,vx ∈ {−1, 1}N

are random and independent. Therefore, except for 4/N3

fraction of orbits, every orbit is nearly orthogonal.

4.3 Low SDP Optimum
In this section we show that the SDP solution that we

constructed has a low optimum (Lemma 3.4). We show that
if there is an edge between O and O′, then ‖VO −VO′‖2 ≤
O(1/N). Thus�

e∈E,
O,O′ are endpoints of e

‖VO − VO′‖2 ≤ O

� |E|
log n

�
.

Recall that there is an edge between O and O′ if for some
k, Δ(VO,1,VO′,k) = 1. We consider two cases:
Case 1: Δ(Vy

O,1,V
y
O′,k) = 1 and Vx

O,1 = Vx
O′,k.

We may assume that Wx
O,i = Wx

O′,i+k−1. For notational

convenience let ui :=


Wx

O,i

�⊗2s
, Vy

O,1 = (y1, . . . , yN), and

Vy
O′,k = (y′

1, . . . , y
′
N). Since Δ(Vy

O,1,V
y
O′,k) = 1,

�N
i=1 yiy

′
i =

N − 2. Recall that {ui}i is a set of orthonormal vectors. By

definition VO =
�

1√
N

�N
i=1 yiui

�⊗t

and VO′ =
�

1√
N

�N
i=1 y′

iui

�⊗t

.

Hence,

〈VO,VO′〉1/t =

	
1√
N

N�
i=1

yiui

�
·
	

1√
N

N�
i=1

y′
iui

�

=
1

N

N�
i=1

yiy
′
i =

N − 2

N
.

This implies that 〈VO,VO′〉 = (1 − 2/N)t ≥ 1 − 2t/N, and
hence,

‖ VO − VO′‖2 = 2(1 − 〈VO,VO′〉) ≤ 4t

N
.

Case 2: Δ(Vx
O,1,V

x
O′,k) = 1 and Vy

O,1 = Vy
O′,k.

In this case let ui :=


Wx

O,i

�⊗2s
, vi :=



Wx

O′,i+k−1

�⊗2s

and Vy
O,1 = (y1, . . . , yN ). Again, {ui}i and {vi}i are sets

of orthonormal vectors. Later in the proof we show that
〈ui, vi〉 = 1 − O(1/N) for all i, and 〈ui,vj〉 = o(1/N2) for

all i �= j. Now by definition, VO =
�

1√
N

�N
i=1 yiui

�⊗t

and

VO′ =
�

1√
N

�N
i=1 yivi

�⊗t

. Hence,

〈VO,VO′〉1/t =

	
1√
N

N�
i=1

yiui

�
·
	

1√
N

N�
i=1

yivi

�

=
1

N

	
N�

i=1

〈ui,vi〉
�

+
1

N

�
��

i�=j

yiyj 〈ui,vj〉
�
� .

This is at-least 1 − O(1/N) − 1
N

N2o(1/N2) ≥ 1 − O(1/N).
This implies that 〈VO,VO′〉 ≥ 1 − O(1/N), and hence,

‖ VO − VO′‖2 = 2(1 − 〈VO,VO′〉) ≤ O

�
1

N

�
.

We now show that 〈ui,vi〉 = 1−O(1/N) for all i. The fact
that Δ(Vx

O,1,V
x
O′,k) = 1 implies that

�
Vx

O,i,V
x
O′,i+k−1

�
=
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N − 2. This implies that
�
Tx

O,i,T
x
O′,i+k−1

� ≥ 1 − 2r/N.

Hence,
�
Wx

O,i,W
x
O′,i+k−1

�≥ 1−O(1/N), and thus, 〈ui,vi〉 ≥
1−O(1/N). The second last implication follows from Lemma
4.4. Now suppose that i �= j. We need to show that
〈ui,vj〉 = o(1/N2). Since the set of vectors {Wx

O,i}O,i sat-

isfy the triangle inequality (see Lemma 4.8), 1+
�
Wx

O,i,W
x
O,j

�
≥ �

Wx
O,i,W

x
O′,j+k−1

�
+
�
Wx

O,j ,W
x
O′,j+k−1

�
. Hence,�

Wx
O,i,W

x
O′,j+k−1

� ≤ 1 − �
Wx

O,j ,W
x
O′,j+k−1

� ≤ O(1/N)

because
�
Wx

O,i,W
x
O,j

�
= 0 and

�
Wx

O,j ,W
x
O′,j+k−1

� ≥ 1 −
O(1/N). Thus, | 〈ui,vj〉 | =

�
Wx

O,i,W
x
O′,j+k−1

�2s ≤ o(1/N2).

Lemma 4.4. If the unit vectors W, W′,T,T′ are such
that ‖W − T‖2, ‖W′ − T′‖2 ≤ O(1/N), and 〈T,T′〉 ≥
1 − O(1/N), then 〈W, W′〉 ≥ 1 − O(1/N).

Proof. It is easy to check that for a, b, c, d ≥ 0, if a ≤
b+c+d, then a2 ≤ 3(b2+c2+d2). Therefore, by the triangle
inequality on the l2 norm of the vectors, it follows that

‖W −W′‖2 ≤ 3(‖W − T‖2 + ‖T − T′‖2 + ‖T′ − W′‖2).

Since each term in the RHS is O(1/N), we get that 1 −
〈W, W′〉 = 1

2
‖W − W‖2 ≤ O(1/N).

4.4 The SDP Solution is “Well-Separated”
In this section we prove Lemma 3.5. First we recall the

SDP solution. For a nearly orthogonal orbit O, the unit
vector associated to it is

VO :=

	
1√
N

N�
j=1

yj



Wx

O,j

�⊗2s

�⊗t

where Wx
O,j , 1 ≤ j ≤ N , are obtained by orthogonal-

izing the vectors, Tx
O,j :=

�
1√
N

Vx
O,j

�⊗r

, for 1 ≤ j ≤
N . Observe that if an orbit O has as its representative
VO,1 = (Vx

O,1,V
y
O,1), there is a unique (and distinct from

O) nearly orthogonal orbit O′′ represented by VO′′,1 =
(Vx

O,1,−Vy
O,1). Since the Gram-Schmidt orthogonalization

is same for orbits identical in the x-part, and the fact that
t is odd, we deduce that if VO is part of our solution then
so is −VO. Now, we use the simple fact that if a, b are
unit vectors then, ‖a − b‖2 + ‖a + b‖2 = 4. Hence, for any

orbit O,
�

O′:O′ �=O
‖VO−VO′‖2 = 2n, where n is the number

of orbits. Hence,
�

O′<O
‖VO − VO′‖2 = n2. This proves the

well-separatedness condition.

4.5 The Triangle Inequality
Consider any three orbits O1, O2 and O3. We will prove

that the vectors VO1 , VO2 and VO3 satisfy the triangle
inequality. Recall the definition of these vectors.

VO1 =

	
1√
N

N�
i=1

y1iW
x
O1,i

�⊗t

=: U⊗t
1 ,

VO2 =

	
1√
N

N�
i=1

y2iW
x
O2,i

�⊗t

=: U⊗t
2 ,

VO3 =

	
1√
N

N�
i=1

y3iW
x
O3,i

�⊗t

=: U⊗t
3 .

In this notation, we need to show that

1 + 〈U⊗t
2 ,U⊗t

3 〉 ≥ 〈U⊗t
1 ,U⊗t

2 〉 + 〈U⊗t
1 ,U⊗t

3 〉.
We can assume that at-least one of the dot-products has
magnitude at-least 1/3, otherwise the inequality trivially
holds. Assume, w.l.o.g., that |〈U⊗t

1 , U⊗t
3 〉| ≥ 1/3. This

implies that |〈U1,U3〉|t ≥ 1/3, and therefore, |〈U1,U3〉| =
1 − η′, for some η′ = O(1/t). Hence,

max
1≤i,j≤N

|〈Wx
O1,i, W

x
O3,j〉| = 1 − η

for some η ≤ 2−100s. Since in our proof we consider y1, y2

and y3 to take any in value {−1, 1}, we may relabel, if nec-
essary, and assume that 〈Wx

O1,1,W
x
O3,1〉 = 1 − η.

Note that we need to show that

1 + 〈U2,U3〉t ≥ 〈U1,U2〉t + 〈U1,U3〉t.
By Lemma 4.9 it suffices to show that

1 + 〈U2,U3〉 ≥ 〈U1,U2〉 + 〈U1,U3〉.
We consider two cases:
Case 1. Two of the three orbits have the same x-parts
(after a suitable number of rotations). We may assume
that O2 and O3 have the same x-part. Since the Gram
Schmidt orthogonalization process yields the same set of vec-
tors for orbits with identical x-parts, we may assume that
Wx

O2,i = Wx
O3,i for all i ∈ [N ]. After multiplying the trian-

gle inequality by N and simplifying, we obtain the following
inequality that needs to be proved:

N+

N�
i=1

y2iy3i ≥ 〈
N�

j=1

(y2j+y3j)(W
x
O2,j)

⊗2s,

N�
j

y1j(W
x
O1,j)

⊗2s〉.

This is true since, for every i ∈ [N ], 1 + y2iy3i ≥ (y2i +

y3i)
N�

j=1

y1j〈Wx
O2,i, Wx

O1,j〉2s. Here we use the fact that

{Wx
O1 ,j}j forms an orthonormal set of vectors. Hence, the

triangle inequality for this special case is proved.

Case 2. In this case no two orbits have the same x-parts.
Therefore for any i �= j

|〈Tx
O1,i,T

x
O2,j〉|, |〈Tx

O1,i,T
x
O3,j〉|, |〈Tx

O2,i,T
x
O3,j〉| ≤

�
1 − 1

N

�r

.

Since r is large enough, applying lemma 4.7 we obtain that

|〈Wx
O1,i,W

x
O2,j〉|, |〈Wx

O1,i, W
x
O3,j〉|, |〈Wx

O2,i,W
x
O3,j〉| ≤ 1− 1

N
.

As noted before, we may assume that 〈Wx
O1,1,W

x
O3,1〉 =

1 − η, and hence, by Lemma 4.5 and Lemma 4.7, for large
enough N ,

1 − η − 1

Nr/10−1
≤ 〈Wx

O1,1,W
x
O3,1〉, 〈Wx

O1,2,W
x
O3 ,2〉, · · ·

· · · , 〈Wx
O1,N ,Wx

O3,N〉 ≤ 1 − η.

Let α := max1≤i,j≤N |〈Wx
O1 ,i,W

x
O2,j〉|. We may assume,

w.l.o.g., that the maximum is achieved for Wx
O1 ,1, Wx

O2,1

and therefore,

α − 1

Nr/10−1
≤ 〈Wx

O1,1,W
x
O2,1〉, 〈Wx

O1,2, W
x
O2,2〉, · · ·

· · · , 〈Wx
O1,N ,Wx

O2,N〉 ≤ α.
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Now, letting wi := Wx
O1,i, ui := Wx

O2,i, and vi := Wx
O3 ,i

the desired inequality follows from Lemma 4.11 where Lemma
4.8 is used to make sure that the part of the hypothesis
which requires that the set {Wx

O,i}O,i satisfies the triangle
inequality.

Lemma 4.5. For any two orbits O, O′, for any given
j, k ∈ [N ],

〈Tx
O,j ,T

x
O′,k〉 = 〈Tx

O,i+j ,T
x
O′,i+k〉

for all i ∈ [N ].

Proof. This follows from the fact that Vx
O,j+k = σk(Vx

O,j),
and therefore 〈Vx

O,j ,V
x
O′,k〉 = 〈Vx

O,i+j ,V
x
O′,i+k〉 for all i ∈

[N ].

Lemma 4.6. For any orbit O, ‖Wx
O,i −Tx

O,i‖ ≤ 1/Nr/10

for all i ∈ [N ].

Proof. This follows from the fact that for any orbit O,
for i �= j, |〈Tx

O,i, Tx
O,j〉| ≤ 1/Nr/3. Therefore, applying the

Gram-Schmidt orthogonalization process on the N vectors
in an orbit does not change the norm of the vectors by more
that 1/Nr/10.

A proof of this fact is presented in the full version [9].

Lemma 4.7. Given any two orbits O and O′, for any
i, j ∈ [N ], |〈Wx

O,i,W
x
O′,j〉 − 〈Tx

O,i,T
x
O′,j〉| ≤ 1/Nr/10−1

for large enough N .

Proof. We can write |〈Wx
O,i,W

x
O′,j〉− 〈Tx

O,i,T
x
O′,j〉| as

|〈Tx
O,i,W

x
O′,j − Tx

O′,j〉 + 〈Tx
O′,j , W

x
O,i − Tx

O,i〉 (6)

+ 〈Wx
O′,j − Tx

O′,j , Wx
O,i − Tx

O,i〉|
and apply Lemma 4.6 to get the required bound.

Lemma 4.8. For any O,O′,O′′ and i, j, k ∈ [N ], Wx
O,i,

W x
O′,j and Wx

O′′,k satisfy the triangle inequality.

Proof. Consider the vectors

Tx
O,i =

�
1√
N

Vx
O,i

�⊗r

Tx
O′,j =

�
1√
N

Vx
O′,j

�⊗r

Tx
O′′,k =

�
1√
N

Vx
O′′,k

�⊗r

.

We may assume that no two of these are the same, oth-
erwise the corresponding orthogonalized vectors would also
be the same, and therefore the triangle inequality would
be trivially valid. Applying lemma 4.10 to the set U :=
{Vx

O,i, Vx
O′,j , Vx

O′′,k,−Vx
O,i, −Vx

O′,j , −Vx
O′′,k} and D :=

N, and taking r to be 212 we obtain

Nr + 〈Nr/2Tx
O′,j , N

r/2Tx
O′′,k〉 ≥ 〈Nr/2Tx

O,i, N
r/2Tx

O′,j〉
+ 〈Nr/2Tx

O,i, Nr/2Tx
O′′,k〉

+Nr−2.

Therefore 1+〈Tx
O′,j , Tx

O′′,k〉 ≥ 〈Tx
O,i, Tx

O′,j〉+〈Tx
O,i, Tx

O′′,k〉+
1

N2 . Now using Lemma 4.7 and the fact that r is a large

number, for large enough N we get the desired triangle in-
equality,

1 + 〈Wx
O′,j , Wx

O′′,k〉 ≥ 〈Wx
O,i, Wx

O′,j〉 + 〈Wx
O,i, Wx

O′′,k〉.

Lemma 4.9. [16] Let a, b, c ∈ [−1, 1] such that 1 + a ≥
b + c. Then, 1 + at ≥ bt + ct for every odd integer t ≥ 1.

Lemma 4.10. Let U be a set of vectors in �m that satisfy
the following properties:

1. u ∈ U ⇒ −u ∈ U .

2. There is a number D such that ||u||2 ≤ D for all u ∈
U .

3. For every u, v, w ∈ U ,

D + 〈u, v〉 ≥ 〈u,w〉 + 〈v,w〉

Then, given any three vectors u, v, w ∈ U such that
|〈u, v〉|, |〈u,w〉|, |〈v,w〉| < D,

D2l

+ 〈u⊗2l

,v⊗2l 〉 ≥ 〈u⊗2l

, w⊗2l〉 + 〈v⊗2l

, w⊗2l〉 + D2l−2

for all l ≥ 1.

Proof. The proof is by induction on l. Let u,v,w be
any three vectors in U such that they satisfy the condition
that |〈u,v〉|, |〈u, w〉|, |〈v,w〉| < D. Let x := 〈u,v〉, y :=
〈u,w〉, z := 〈v,w〉.
Base Case: l = 1. We need to prove that, D2 + x2 ≥
y2 + z2 + 1. It is sufficient to prove this when |x| ≤ |y|
and |x| ≤ |z|. Hence, we may assume that |z| ≥ |y| ≥ |x|.
Moreover, we may assume that z ≥ 0. For if z < 0, then
we argue about the vector −w instead of w to get z ≥ 0.
Consider two cases based on the sign of y:

1. y ≥ 0. We have D + y ≥ z + x. Since y ≥ 0, we get
that y ≥ x. By hypothesis we know that D > z. Since
all the numbers are integers we have that

D + y − 1 ≥ z + x. (7)

We also have that D + x ≥ z + y, which implies that

D − y ≥ z − x. (8)

Since z + x ≥ 0 and z − x ≥ 0, we can multiply in-
equalities (7), (8), and using the fact that D > y we
get, D2 − y2 − D + y ≥ z2 − x2 which implies that
D2 + x2 ≥ y2 + z2 + D − y ≥ y2 + z2 + 1.

2. y < 0. In this case −y ≥ −x. Using this and the fact
that D > z we deduce the following inequalities from
(8):

D + y ≥ z + x

D − y − 1 ≥ z − x.

Since z + x ≥ 0 and D + y > 0, multiplying the above
two inequalities, we get D2−y2−D−y ≥ z2−x2, which
implies that D2 + x2 ≥ y2 + z2 + D + y ≥ y2 + z2 + 1.
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Inductive Step: Assume that the lemma holds for some
k ≥ 1. We need to prove it for k + 1. As before, we may
assume that |x| ≤ |y| ≤ |z|, and hence, it is sufficient to

show that D2k+1
+x2k+1 ≥ y2k+1

+z2k+1
+D2k+1−2. By the

induction hypothesis we have the following inequalities:

D2k

+x2k ≥ z2k

+y2k

+D2k−2 ⇒ D2k−y2k−D2k−2 ≥ z2k−x2k

(9)

D2k

+ y2k ≥ z2k

+ x2k

(10)

Observing that right hand sides of inequalities (9) and (10)

are non-negative, we multiply both of them to get D2k+1 −
y2k+1 − D2k+1−2 − y2k

D2k−2 ≥ z2k+1 − x2k+1
. This implies

that D2k+1
+x2k+1 ≥ y2k+1

+z2k+1
+D2k+1−2 as desired.

4.5.1 Main Lemma

Lemma 4.11. Let {ui}N
i=1, {vi}N

i=1 and {wi}N
i=1 be three

sets of vectors, each set being an orthonormal set. Let s =
10. For some γ ≥ 0, suppose these vectors satisfy:

1. Mild Separation: Dot-product of any two vectors is
at most 1 − γ in absolute value.

2. Triangle Inequality: Any three vectors satisfy the
triangle inequality.

3. Matching Property and Proper Indexing : Let
μ := max1≤i,j≤N |〈vi,wj〉| and
λ := max1≤i,j≤N |〈ui,wj〉|. Then

μ − γ ≤ 〈vi,wi〉 ≤ μ ∀1 ≤ i ≤ N

λ − γ ≤ 〈ui,wi〉 ≤ λ ∀1 ≤ i ≤ N

4. Closeness: Either μ or λ is at least equal to 1−2−100s.

Let si, ti, ri ∈ {−1, 1} for 1 ≤ i ≤ N and define

u :=
1√
N

N�
i=1

siu
⊗2s
i ,v :=

1√
N

N�
i=1

tiv
⊗2s
i ,w :=

1√
N

N�
i=1

riw
⊗2s
i .

Then u,v,w satisfy triangle inequality: 1+〈u, v〉 ≥ 〈u,w〉+
〈v,w〉.

A proof of this lemma can be found in the full version [9].

4.6 Spreading Constraint for Minimum Lin-
ear Arrangement

In this section we show that the SDP solution to Minimum
Linear Arrangement satisfies the spreading constraints. This
would complete the proof of Theorem 2.6. Each vertex O is
associated with a unit vector VO. The SDP solution to the
Minimum Linear Arrangement instance in Theorem 2.6 is
2
√

nVO. We state the main theorem in terms of the vectors
VO. Let B(O, r) :=

�O′ ∈ V : ‖VO − VO′‖2 ≤ r
�

.

Lemma 4.12. 1. ∀ O,∀ r ≥ 1/n, |B(O, r)| ≤ rn.

2. ∀ O, ∀ S ⊆ V,O ∈ S,
�

O′∈S ‖VO − V′
O‖2 ≥ (|S|2 −

1)/4n.

Proof. The idea behind the proof is that from any given
vertex, there are very few vertices within a (l22) distance

of 1, i.e., |B(O, 1)| ≤ 4nN exp(−√
N/4) (see Lemma 4.15).

The interesting radii are 1/N2 ≤ r ≤ 1. (If r > 1 then

|B(O, r)| ≤ n ≤ rn holds trivially. If r ≤ 1/N2, then
B(O, r) = {O} and the required inequality follows.) From

Lemma 4.15, |B(O, r)| ≤ |B(O, 1)| ≤ 4nN exp(−√
N/4) ≤

rn. Let d(O,O′) := ‖VO−V′
O‖2, S := {O = O1,O2, . . . ,Ok} ,

so that d(O,O1) ≤ d(O,O2) ≤ · · · ≤ d(O,Ok). Let r =
d(O,Ok/2). Then 5 |S|/2 ≤ |B(O, r)| ≤ rn. Therefore�

O′∈S d(O,O′) ≥ r|S|/2 ≥ |S|2/4n.

We first show a necessary condition for two points to be at a
distance lesser than 1. Next, we show that an exponentially
small fraction of points satisfy this necessary condition.

Lemma 4.13. Suppose ‖VO −VO′‖2 ≤ 1, then there is a
1 ≤ k ≤ N such that���Vx

O,1,V
x
O′,k

��� ≥ N3/4.

Proof. The proof is by contradiction. Suppose that for
all 1 ≤ k ≤ N,

���Vx
O,1,V

x
O′,k

��� ≤ N3/4. In fact, this im-

plies that for all 1 ≤ i, j ≤ N,
���Vx

O,i,V
x
O′,j

��� ≤ N3/4. This

implies that
���Tx

O,i,T
x
O′,j

��� ≤ 1/Nr/4 = o(1/N2). Hence,���Wx
O,i,W

x
O′,j

��� ≤ o(1/N2). Thus, | 〈ui,vj〉 | ≤ o(1/N2),

where ui :=


Wx

O,i

�⊗2s
and vj :=



Wx

O′,j
�⊗2s

. Let y :=

Vy
O,1 and y′ := Vy

O′,1. Recall that VO :=
�

1√
N

�N
i=1 yiui

�⊗t

.

Hence,

〈VO,VO′〉1/t =

	
1√
N

N�
i=1

yiui

�
·
	

1√
N

N�
i=1

y′
ivi

�

≤ N2 · o(1/N2) = o(1).

Thus, ‖ VO − VO′‖2 = 2(1 − 〈VO,VO′〉) ≥ 1.

We now show that the event that there exists 1 ≤ k ≤ N
such that

���Vx
O,1,V

x
O′,k

��� ≥ N3/4 occurs with low probabil-

ity if O′ is picked uniformly at random.

Lemma 4.14. For all x ∈ {−1, 1}N ,

Prx′∈1/2{−1,1}N


∃ 1 ≤ l ≤ N, |x · σl(x′)| ≥ N3/4

�
≤

2 exp(−
√

N/4)N.

Proof. This is a simple application of Chernoff bounds
(Theorem 4.2). Proof follows from noting that for each l,
x · σl(x′) is the sum of N random variables as required, and
applying union bound over all l’s.

We now put everything together to prove the main lemma.

Lemma 4.15. For all O ∈ V , |B(O,1)|
n

≤ 4 exp(−√
N/4)N.

Proof.

|B(O, 1)|
n

≤ PrO′
�‖VO − VO′‖2 ≤ 1

�
≤ 2Prx′∈1/2{−1,1}N


∃ 1 ≤ l ≤ N, |x · σl(x′)| ≥ N3/4

�
≤ 4 exp(−

√
N/4)N.

where the inequality in the second line follows from Lemma
4.13 and the inequality in the third line follows from Lemma
4.14. Also, the probability in the first line is only over nearly
orthogonal orbits, while the probability in the second line is
over all strings. However, this introduces a factor of at most
2.
5Strictly speaking, this proof works for only even-sized S.
We barter this lack of accuracy for ease of presentation.
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5. CONCLUSION
We have presented Ω(log log n) integrality gap instance for

Sparsest Cut problem. It would be interesting to close the
gap between this lower bound and O(

√
log n) upper bound

of Arora, Rao and Vazirani [2]. We do not know a simple and
intuitive explanation why the SDP solution constructed in
this paper (and also in [16]) satisfies the triangle inequality
constraints. It would be nice to provide such an explanation
and perhaps show that the SDP solution in fact satisfies
higher k-gonal inequalities.

It remains a challenging open problem to prove a hardness
of approximation result for Sparsest Cut (and Minimum
Linear Arrangement) problem. Currently we only know a
hardness result for non-uniform Sparsest Cut based on the
Unique Games Conjecture (see [8, 16]).
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