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Abstract. In this paper we consider the following problem: Given a
network GG, determine if there is an edge in G through which at least ¢
shortest paths pass. This problem arises naturally in various practical
situations where there is a massive network (telephone, internet), and
routing of data is done via shortest paths and one wants to identify most
congested edges in the network.

This problem can be easily solved by one all pair shortest path compu-
tation which takes time O(mn), where n is the number of nodes and m
the number of edges in the network. But for massive networks - can we
do better? It seems hard to improve this bound by a deterministic algo-
rithm and hence we naturally use randomization. The main contribution
of this paper is to a give a practical solution (in time significantly less
than O(mn)) to a problem of great importance in industry.
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1 Introduction

Recent times have seen the emergence of huge networks, for instance, the in-
ternet, telephone networks, peer to peer networks, the World Wide Web, etc.
Of particular interest are the internet and the telephone networks ([16]), which
present a horde of practical problems.

Routing is a key element in making these huge networks work efficiently. The
most common routing scheme used is the shortest-path-routing, i.e. the route
between two nodes is the shortest path joining them. The advantage of using
shortest paths® is that all the routes can be computed in O(mn) time (where m
is the number of edges and n the number of nodes) (see [4,7, 18, 8]).

Maintenance of such huge networks is an immense challenge. The problem
that arises in this scenario is that of identifying congested edges/nodes or hot-
spots or bottlenecks. This is because these are the places which are most prone
to breakdown. Moreover, any problem at these spots causes maximum damage.
Another objective is load-balancing in order to reduce delays. This is done by
identifying the congested edges/nodes and rerouting some routes. So it is only
natural that identifying such edges/nodes is of top priority.

Congestion of an edge (a node) is defined as the number of routes that pass
through an edge (a node). Assume that there is a unique route between any
two nodes. For the sake of simplicity of presentation, we consider only simple,
undirected graphs, with unweighted edges. One can consider many problems
related to congestion in a network. This paper is centered around the following
problems:

1. Is there an edge with congestion at least ¢?

2. Find the most congested edge.

3. More generally, find the top ¢ most congested edges/nodes.
4. Given an edge, estimate its congestion.

Note that if we can solve 1, then we can solve 2 by binary search. In fact 1
seems to be the most useful and general problem one might want to solve. This
is exactly the problem we address in this paper. This problem arises in industry
(in particular is of interest to Telecordia [16]) where one wants to identify most
congested edges in the network.

One may construct simple examples where deterministic algorithms don’t
perform much better than 2(mn). So the natural approach is to use randomness.
Although these techniques are very simple, they are very powerful and have
been used to give important results: [9,12,13,5,15] and [14]. Similar ideas using
randomization were used by Karger et al. in [10] and [11] to estimate the value
of max-flow.

! Even though we only consider shortest-path-routing in this paper, we do not use any
particular property of the shortest path. Our techniques will work for most routing
schemes, but the interesting ones are those in which a route can be computed in
O(m) time. For any such routing scheme, all the routes can be computed in O(mn?)
time. Notice that one cannot hope to do better than O(mn) time, since for a tree,
at least O(n?) = O(mn) time is required.



Since we use randomization naturally leads us to consider a slight relaxation
of the problem: Given parameters c and ¢, if there exists an edge with congestion
> ¢(14¢€), then output YES with probability > 1—1/poly(n). If for all edges, the
congestion is < ¢(1 —¢), then output NO with probability > 1—1/poly(n). Note
that Problem 2 can also be approximately solved using the above relaxation.

We also consider those graphs where there is a “clear” separation between
the set of most congested edges and the rest, and we are needed to output the
edges among the most congested.

This and similar problems are omnipresent in industry and to our surprise,
have not been systematically studied in the Computer Science literature- to the
best of our knowledge. In this paper we provide a formal setting for some of
these problems and give extremely practical algorithms using elementary ideas.
We make no attempts to optimize the constants in this paper.

1.1 Formal Setting

Let G = (V, E) be an undirected, unweighted, simple graph with n := |V|,;m :=
|E].

Definition 1. Given an edge e € E, define o(e), the congestion of an edge, to
be the number of shortest paths passing through e.

To make this well defined, we label the vertices and use the lexicographically
least shortest path for each pair of vertices. One can also define the congestion
of a node similarly:

Definition 2. Given a node v € V define o(v), the congestion of a node, to
be the number of shortest paths containing v as an interior point.

As before, we label the nodes and consider the lexicographically shortest path.

Also note that
> o(e)=20(v)+n-1

e:e~v

Definition 3. Let P be any set of shortest paths. Define op(e) to be the number
of shortest paths in the set P that pass through e.

Definition 4. Let g(G) := max.cpo(e) be the maximum congestion in the
graph G.

Definition 5. Suppose that there exist § > 0 and a function f(n), such that E
s partitioned into two classes,

S1 = {6 eE:o(e)> nH‘S(l + f(n))} (1)
pl+o
Sg::{eeE:U(e)SHf(n)}. (2)

Then we say that there is an f-separation at 0 in G.



That is, we assume that there is a separation between the congestion of edges
in S; and that of the others, S,. The problems that we want to solve are?:

Problem 1. Given c, is there an edge e € F with o(e) > ¢?

Problem 2. Find an edge e € E with the maximum congestion, i.e., o(e) = g(G).
Or more generally, find ¢ most congested edges.

Problem 3. Given that there is an f-separation at § in G, find the set Si, as
defined in (1) (and hence Ss).

Problem 4. Given an edge e € E, estimate o(e), its congestion.

1.2 Our results

We outline the main results® obtained in this paper.
We give an algorithm for solving Problem 1. The following theorem proves
the correctness and establishes its running time:

Theorem 1. For all e > 0, there exists an algorithm A running in time O(km)
where k = 106# . %such that

— IfJe € E,0(e) > c(1+¢€) then Pr[A outputs YES|>1—n—2
— IfVe € E,o(e) < c¢(1 —¢) then Pr[A outputs NO] > 1—n=2

An immediate corollary of the above theorem gives a solution to Problem 2.

Corollary 1. Given a graph G such that g(G) > nlog®n there exists® an algo-
rithm running in time o(mn) which finds an edge e such that

Pr [g(e) < (1 — loén) g(G)] < %

A variant of the previous algorithm solves Problem 3

Theorem 2. given a graph G with an f-separation at d, there is an algorithm
such that the probability that it outputs Sy correctly is at least 1 —n~2, and runs
in time O(km) where k = loﬁ# =% and e =1/f(n) — 1/f%(n)

Again, we get as a corollary that Problem 4 can be solved.

Corollary 2. Given G = (V,E), e € E, with o(e) > nlog®n, there exists an
algorithm which runs in time o(mn) and finds &(e) such that

Pr[|g(e) — o(e)| > o(e)/logn] < n~*

2 We define all the problems w.r.t the congestion on edges. However, they can also be
defined w.r.t the congestion on vertices.

3 As with the problems, the results are also stated w.r.t the congestion on edges, and
the corresponding results for congestion on vertices follow immediately.

* For functions f(n),g(n), f(n) > g(n) is the same as g(n) = o(f(n)).



1.3 Organization of the paper

In section 2 we give an algorithm to solve Problem 1, and prove Theorem 1. We
give a slight variation of the previous algorithm in Section 3 that proves Theorem
2. In the same section we compare our algorithm with the deterministic O(mn)
algorithm. In Section 4, using results from the theory of random graphs, we show
how to further improve the running time. Section 5 considers a coupon-collection
approach to the problem. In section 6 we present related open problems.

2 Main result

2.1 Algorithm

Given an undirected graph G = (V, E) on n vertices and m edges, the number
of shortest paths is (g) The main idea of the algorithm is random sampling
followed by finding if there exists an edge whose observed congestion is greater
than some cut-off.

The algorithm picks k paths at random, uniformly and independently®. k
will be determined later. Given k, define the “cut-off” to be

c(k,n,c) == E

(5)

The algorithm is as follows:

Input: The graph G = (V, E),c
Choose k paths at random, uniformly and independently. Let the set of paths
chosen be P;
Compute all the shortest paths and op(e) for each e € E;
if for some edge e € E, op(e) > c(k,n,c) then
‘ Output: YES

else
‘ Output: NO

end

Algorithm 1: Algorithm for detecting an edge with high congestion

Each of the shortest paths in P can be computed in O(m) time, so it takes
O(km) time to compute all the shortest paths in P. Note that in the same
amount of time, op(e) can be computed for all e € E. So the total running time
of the algorithm is O(mk).

5 One way to do this is pick two vertices randomly without replacement and consider
the path with those as endpoints.




2.2 Analysis

We need to determine k, the number of paths to be picked. Also, we need to
analyze the probability of success. In fact, & will depend on the probability of
success desired, besides ¢ and f.

Let X, := op(e),Ve € E be random variables where P is the set of paths
picked by the (randomized) algorithm. Each X, can be written as a sum of k
independent and identical Bernoulli trials, X, = Xe¢1+ Xeo+. ..+ X where X¢;
is 1 if the ith path chosen by the algorithm passes through e and 0 otherwise.

ole)

PI‘[Xei = 1] = n
(2)
ko(e)
pi=E[X] = (n)
2
Lemma 1. For all € > 0, if
8logn n?

k> 5 — and Jde € E,0(e) > ¢(1 + 2¢),
€ c

Then
Prle is not picked by the algorithm] < n=*

Proof. All probabilities are taken over the choice of the set of paths chosen, P.
Pr[e is not picked] = Pr[X, < ¢(k,n,c)]
The version of Chernoff bound we use is [1],

Pr(X, < (1 — e)u] < exp(—pe/2)

For e,
kc(1 + 2¢)
B2y
(2)
k
=pu(l—¢ > ﬁ =c(k,n,c)
2
= Pr[X. <c(n,k,c)] <Pr[X. < (1—e)y]
< exp(—pe’/2)
Moreover,
1 2 2(5
k> 8 O;gn-n—zﬂogn- (22)
€ c €2c
2 2/€
= e > % >4logn
2 7 2(3)

= Pr[X. < c(n, k,c)] < exp(—ue®/2) < exp(—4logn) =n*



Similarly, the probability that some edge with low congestion is picked by
the algorithm can also be bounded: (We skip the proof.)

Lemma 2. For all € > 0, if

12logn n?

k> 3 - and Ve € E,o(e) < ¢(1 — 2e¢)

€

Then

Prie is picked by the algorithm] < n™*

The proof of Theorem 1 is an easy application of the above lemmas.

Proof ( of Theorem 1). Consider Algorithm 2.1 with k& = 1216# : "—; For each
edge e with o(e) > ¢(1 4 ¢€) or o(e) < ¢(1 — €), the probability that it ends
up resulting in the wrong answer is n~%. Since there are at most n? edges, the
probability that one of them ends up resulting in the wrong answer is at most
n~2. So with probability at least 1 — n~2 the algorithm outputs correctly.

2.3 Comparison

To get a running time better than O(mn), we need ¢ to be asymptotically bigger
than nlogn. (n is large so any reasonably growing function like logn will do.)
Another important fact about these massive graphs is that they are sparse.
Thus we may assume that m = O(n). Hence the maximum congestion is £2(n).
1446 mn' "% logn  For

In particular, if ¢ ~ n then the running time would be O ( =

§ =1/2 and n = 10%, our algorithm is guaranteed to be roughly 1000 times faster
than the deterministic algorithm. This is a significant saving in the running
time. Moreover simulations suggest that the running time is much less than our
guarantee. Also if the maximum congestion is O(n), then it means that no edge
is congested too much, and the graph is “nice”. Hence our algorithm can be used
to detect that too!

3 Finding separation

Suppose that we are given that there is an f-separation at J in G. Using essen-
tially the same technique as in the previous section, one can identify the set Sy
of most congested edges. Define the “cut-off” to be

knl-{-é

(3)

c(k,n,0) =



Input: The graph G = (V, E), 6, f()

Choose k paths at random, uniformly and independently. Let the set of paths
chosen be P;

Compute all the shortest paths and op(e) for each e € E;

Output: The edges with op(e) > c(k, n,9).

Algorithm 2: Algorithm for finding separation

We state, without proof, the corresponding parameters that give the required
result:

Lemma 3. If
12logn  _
>——n

1
b2 —a TOREED

Then

Prie € Sy is not picked by the algorithm] < n™*

Prle € Sy is picked by the algorithm] < n™*

121 _
9" . nl=% and € =

To prove Theorem 2 consider Algorithm 3 with k =
1/ f(n) = 1/ f2(n).

We need f(n) to diverge as n goes to infinity. This means that 1 4+ 1/f(n)
gets close to 1 as n tends to infinity. In other words, the separation need not be
very “strong”, but should exist. This is fairly reasonable. However, we need to

know where (i.e., the ) and by how much (i.e., the f) the separation occurs.

4 Further optimization using random graphs

A (further) reduction in running time might be obtained by the fact that the
time taken to compute single pair shortest path is the same as that for single
source shortest path computation. So one might choose an appropriate set of
vertices and run single source shortest path computations only on those vertices.
Consider a graph H on the same set of vertices as G, with an edge between » and
v if and only if the algorithm chose the shortest path between uw and v. Clearly,
it is enough to run single-source shortest path algorithms on any vertex cover of
H. Since finding a minimum vertex cover is NP-Hard, we find a 2-approximation
to the minimum vertex cover by finding a maximal matching in H, [17].

Erdos and Rényi in [6] define the random graph model G(n, p) which consists
of all graphs on n vertices, in which the edges are chosen independently and with
probability p. Since we pick the shortest paths uniformly at random, H belongs
to G(n,p) where p =k/ (g) and k is the number of samples. For the parameters
in our case, where p = o(1/n), the size of the minimum vertex cover is (2(k) (see
[3]). Unfortunately, it turns out that this does not give an order of magnitude
improvement. It does, however, give an improvement in the constants.




5 A heuristic based on Coupon Collection

In this section we give a heuristic for detecting the edge with maximum conges-
tion based on the idea of coupon collection. The main idea is explained via the
following toy problem: “given a bin with b balls of k different colors, where b;
are the number of balls of color . What is argmax; b;7” The coupon collection
based approach for this problem is the following: “For a parameter ¢, which will
depend upon b;’s, sample with replacement from the bin, and output the color
which is the first color to repeat ¢ times.” Two remarks are in order:

1. This technique will in general not give good estimates for the values b;’s.
2. The probability of success and the running time of this algorithm is a function
of b;’s.

Of course, the random sampling technique used in the previous sections ap-
plies here. But this technique might give faster estimates in cases where b;’s are
extremely non-uniform. For a full technical discussion on this problem and its
varians refer to the book by Blom, Holst and Sandell [2].

The problem of identifying the edge e such that o(e) = g := maxecpo(e)
is a generalization of the coupon collection scheme spelled above. In our setting
the balls are the paths and the colors are the edges. Each ball can have multiple
colors. Hence for a given parameter ¢t we sample paths until some edge repeats
t times, and output that edge.

There are simple graphs like K, where this heuristic behaves very badly.
Another case where this heuristic will fail is when the number of edges with con-
gestion slightly less than g outnumber by far the number of edges with congestion
g. But for most graphs like the following, this heuristic is very quick.

This gives a very quick heuristic to detect such cases. We leave as an open
problem to fully analyze the running time and success probability of this heuris-
tic.

6 Conclusion and Open Problems

In this paper, we considered the problem of finding if there exists an edge with
congestion > ¢ for given c¢. We give fast and practical algorithms which are also
simple to implement. One of the main contributions of this paper is to formalize
this extremely important problem and put it in a theoretical framework. Any
improvement in the running time would be of significance. Another interesting
question is to find o(e) given e, in time better than O(mn). We partially answer
the question in Section 4. A deterministic solution to this problem would be very
interesting.
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