
1.  We	 leverage	symmetry	axis	 transform	and	protrusions	as	cues	 to	
par88on	 the	 foreground	 pixels,	 joining	 regions	whose	 protrusion	
strength	(Eqn.	1)	is	less	than	a	threshold				.	

2.  We	es8mate	a	 set	of	 ellipses	 for	each	 local	 region	by	minimizing	
Eqn.	2,	which	describes	the	coverage	and	complexity	of	the	model.	

3.  We	then	minimize	the	cost	of	the	en8re	model	by	comparing	cost	
of	pairs	of	adjacent	ellipses	to	a	single	ellipse	covering	both	region.	

4.  We	select	and	merge	the	pair	that	gives	the	highest	reduc8on	on	
the	model	cost	via	Eqn.	3	un8l	the	cost	cannot	be	reduced.	
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Ellipses	 provide	 a	 compact	 representa,on	 of	 complex	 objects	 and	
their	structure,	as	most	objects	can	be	broken	down	rigid	parts.		
Given	 the	 ability	 of	 the	 state	 of	 the	 art	 seman8c	 segmenta8on	 and	
mo8on	boundary	detec8on	methods	to	produce	reliable	object	masks,	
represen8ng	such	as	ellipse	models	becomes	a	natural	next	step	for	
understanding	the	segmented	objects’	structures.		
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We	approximate	the	candidate	regions	to	fit	a	set	of	ellipses	via	cues	
from	the	symmetry	axis	and	the	protrusion	strength	(Eqn.	1)	of	its	
segments.	A	branch	with														is	merged	with	the	segment	it	
protrudes	from.	We	begin	at	the	terminal	segments	and	move	inward.	

symmetry	axis	and	protrusion	cues	

Pseudo-3D	 model	 built	 by	 applying	 our	 method	 to	 two	 images	 in	
PASCAL	Horses.	(a)	denotes	the	model	of	the	profile	view	of	a	horse.	
(b)	denotes	the	model	the	frontal	view	of	another	horse.	(c)	denotes	a	
model	 generated	 by	 combining	 (a)	 and	 (b).	 By	 combining	 mul8ple	
models	we	are	able	to	hypothesize	the	3D	structure	(see	highlighted).	
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We	propose	a	novel	ellipse	fiUng	method	based	on	psychology	and	
cogni,ve	science	studies	on	shape	decomposi8on	and	show	that	our	
shape	 coverage	 compares	 well	 with	 the	 state	 of	 the	 art	 methods,	
while	significantly	outperforming	them	in	run-,me	by	as	much	as	508	
8mes	in	our	evalua8on	of	the	methods	on	over	4000	2D	shapes.		

our	contribu,on	

We	compared	our	method	against	three	others:	Augmenta8ve	Ellipse	
FiUng	 Algorithm	 (AEFA)	 and	 Decremental	 Ellipse	 FiUng	 Algorithm	
(DEFA)	from	[1]	and	an	EM	ellipse	fiUng	algorithm	(EMAR)	[2].	
We	 ran	 each	 model	 on	 over	 4000	 shapes	 given	 by	 four	 2D	 shape	
benchmarks:	LEMS,	MPEG-7,	SiSHA,	and	PASCAL	Horses.	
We	find	that	our	model:	
•  performs	 comparably	 to	 DEFA	 and	 AEFA	 (where	 the	 maximal	

difference	in	mean	IOU	is	less	than	0.01)	and	outperforms	EMAR	
•  gains	 a	 109-fold	 of	 mean	 run-8me	 improvement	 over	 DEFA	 and	

508-fold	over	AEFA		

Lo
ca

l M
od

el
 C

os
t 

We	 par88on	 a	 local	 region	 based	 on	 cuts	 along	 the	 symmetric	 axis	
determined	by	the	curvature	of	the	axis.	We	model	the	par88ons	with	
a	set	of	ellipses	and	select	the	local	model	that	best	minimizes	Eqn.	2.	
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sample	results	
	

Sample	 output	 from	 our	 method:	 the	 colored	 lines	 denote	 the	
symmetry	 axis	 and	 branch	merging	 via	 protrusion	 cues.	 Each	 ellipse	
correspond	to	a	seman8cally	meaningful	part	(e.g.	head,	arm,	leg,	fin).	


